Preface

The XV Spanish Meeting on Computational Geometry (XV EGC; “Encuentros de Geometría Computacional”) was held on June 26–28, 2013 in Seville, Spain. The EGC meetings were first held annually from 1990 to 1995, and biennially since then. The meeting combines a strong scientific tradition with a friendly, collegial atmosphere. The original aim of our meeting was to provide a forum where Spanish-speaking researchers and students could present their research activities. Since then the EGC has evolved; in 2011, the XIV EGC was an international gathering for the first time, and the abstracts contained in the 2011 proceedings were peer reviewed.

This volume contains the four-page extended abstracts of the presentations accepted and delivered at the 2013 EGC, and the four invited lectures. A selection of the papers accepted for the EGC will be published in the International Journal of Computational Geometry and Applications following a formal review according to the standards established by the latter journal. We would like to thank all the authors and attendees for their participation in the XV ECG. Special thanks are expressed to the members of the Scientific Committee and the referees for their careful review of the papers and their insightful comments. Lastly, we are grateful for the generous support of our sponsors: Departamento de Matemática Aplicada II, Vicerrectorado de Relaciones Institucionales, IMUS (Instituto de Matemáticas) and Departamento de Matemática Aplicada I, all of the Universidad de Sevilla.
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Art gallery problems, old and recent

Jorge Urrutia*

Instituto de Matemáticas, Universidad Nacional Autónoma de Mexico (UNAM), Mexico City, México.

Abstract

In 1973, Victor Klee posed the following question: How many guards are necessary, and how many are sufficient to patrol the paintings and works of art in an art gallery with \( n \) walls? This wonderfully naïve question of combinatorial geometry has, since its formulation, stimulated a plethora of papers, surveys and books. The first result in this area, due to V. Chvátal, asserts that \( \lceil \frac{2}{3} n \rceil \) guards are occasionally necessary and always sufficient to guard an art gallery represented by a simple polygon with \( n \) vertices. Since Chvátal’s result, numerous variations on the art gallery problem have been studied, including mobile guards, guards with limited visibility or mobility, illumination of families of convex sets on the plane, guarding of rectilinear polygons, and others. In this talk, we will review some old results in this area of research, and review some new results on Art Galleries, including some recent results in \( \mathbb{R}^3 \), as well as results using rotating floodlights.

*Email: urrutia@matem.unam.mx. Partially supported by CONACYT of México Grant 178370, and MEC project MTM2009-09652.
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Abstract

Let $P$ and $F$ be sets of $n \geq 2$ and $m \geq 2$ points in the plane, respectively, so that $P \cup F$ is in general position. We study the problem of finding the minimum angle $\alpha \in [2\pi/m, 2\pi]$ such that one can install at each point of $F$ a stationary rotating floodlight with illumination angle $\alpha$, initially oriented in a suitable direction, in such a way that, at all times, every target point of $P$ is illuminated by at least one light. All floodlights rotate at unit speed and clockwise. We give an upper bound for the 1-dimensional problem and present results for some instances of the general problem. Specifically, we solve the problem for the case in which we have two floodlights and many points, and give an upper bound for the case in which there are many floodlights and only two target points.

1 Introduction

Illumination problems are well known in Discrete and Computational Geometry \cite{fort2013}. Let $P$ be a set of $n \geq 2$ targets and $F$ a set of $m \geq 2$ floodlights, both defined in the plane. We assume that $P \cup F$ is in general position and that all floodlights rotate clockwise at unit speed. We say that $F$ covers $P$ with illumination angle $\alpha \geq 2\pi/m$ if there is a suitable initial orientation of each light so that, at all times, each target point of $P$ is illuminated by at least one floodlight. We consider the problem of finding the minimum angle $\alpha = \alpha(P, F) \in [2\pi/m, 2\pi]$ and initial orientation of each floodlight so that $F$ covers $P$.

Our general problem can be considered a discretization of the one studied by Kranakis et al. \cite{kranakis2008}. Given the locations of $m$ floodlights (i.e. antennae) and a region, their problem asks to schedule the lights so that the entire region is covered at all times. The scheduling of static floodlights for covering a given region was first considered by Bose et al. \cite{bose2007}. Research related to our problem can be found in a number of domains, including art gallery and related problems, multi-target tracking, and multi-robot surveillance tasks \cite{fort2013}. A complete review of these fields can be found in \cite{fort2013}.

We present results for some cases of our general problem: the elements of $P \cup F$ are located on a given line (Section \ref{sec:lines}), the two-dimensional version with two floodlights (Section \ref{sec:two_lines}), and the problem in the plane with two target points (Section \ref{sec:two_points}).

Given points $u, v$ in the plane, $\ell(u, v)$ denotes the line containing both $u$ and $v$. We identify any floodlight by the point where it is installed. For any floodlight $f$, at any instance of time, the region illuminated by $f$ is delimited by rays $f^-$ and $f^+$, starting at $f^-$ and ending at $f^+$ in the clockwise direction. We say that we configure $f$ with angle $\beta$ if the angle between $f^+$ and the positive $x$-axis is equal to $\beta$. Given that all floodlights rotate at the same speed, it suffices to consider only the interval of time $[0, 2\pi]$.

2 Points and floodlights on a line

We first consider the case in which the points of $P$ and the floodlights of $F$ lie on a line $\mathcal{L}$, say the $x$-axis. Kranakis et al. \cite{kranakis2008} considered the case in which the floodlights are located on a line. They showed that the entire line can be illuminated by $m$ rotating floodlights using illumination angle $3\pi/m$ and this bound is tight. This can be viewed as a special case of our problem where $n \geq m + 1$ and each of the $m + 1$ segments determined by $F$ contains at least one point of...
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Two floodlights $P$. We consider other cases and show that the illumination angle is smaller than $3\pi/m$ for some of them.

Partition $P$ into $k - 1$ ($k \geq 2$) maximal intervals $s_1, s_2, \ldots, s_{k-1}$, from left to right, each of which contains elements of $P$ but no elements of $F$. Let $F_1$ denote the elements of $F$ to the left of $s_1$, $F_i$ ($i = 2, \ldots, k-1$), the elements of $F$ between $s_{i-1}$ and $s_i$, and $F_k$, the elements of $F$ to the right of $s_{k-1}$. Let $m_i = |F_i|$ for $i = 1, \ldots, k$. Observe that $m_1, m_k \geq 0$, $m_i \geq 1$ for $i = 2, \ldots, k-1$, and $m_1 + m_2 + \ldots + m_k = m$.

Lemma 1 Two floodlights $f_1$ and $f_2$ with illumination angle $\alpha$, belonging to the same set among $F_1 \cup F_2, F_2, F_3, \ldots, F_{k-1}$, can be configured to cover $P$ during $2\alpha$ time in total. Furthermore, if two floodlights of $F$ cover $P$ with angle $\alpha < 3\pi/2$, then they must belong to a same set among $F_1 \cup F_2, F_2, F_3, \ldots, F_{k-1}$.

Proof. Suppose that both $f_1$ and $f_2$ belong to a set $F_i$ ($i = 1, \ldots, k$), and assume w.l.o.g. that $f_1$ is to the left of $f_2$. Configure $f_1$ with angle zero and $f_2$ with angle $\pi$ (see top of Figure 1(a)). At time $t = \pi$ the configuration of $f_1$ and $f_2$ is as shown in the bottom of Figure 1(a) Since there is no element of $P$ in the segment connecting $f_1$ and $f_2$ then all elements of $P$ are illuminated during intervals $[0, \alpha]$ and $[\pi, \pi + \alpha]$, $2\alpha$ time in total.

![Figure 1: Proof of Lemma 1](image)

Suppose now that $f_1 \in F_1$ and $f_2 \in F_k$. Configure both $f_1$ and $f_2$ with angle zero (see top of Figure 1(b)). At time $t = \pi$ the configuration of $f_1$ and $f_2$ is as shown in the bottom of Figure 1(b). Since all elements of $P$ belong to the segment connecting $f_1$ and $f_2$ then all elements of $P$ are illuminated during intervals $[0, \alpha]$ and $[\pi, \pi + \alpha]$, $2\alpha$ time in total.

For the second part of the lemma, let $f$ and $g$ be the two lights that cover $P$. Clearly $\alpha \geq \pi$. Assume, w.l.o.g., that $g \notin F_1 \cup F_k$ and that $f$ is to the left of $g$. Also, let $Q \subseteq P$ denote the set of targets to the right of $f$. Light $f$ alone can cover $Q$ for an interval of length $\alpha$, while $g$ alone can cover $Q$ for $\alpha - \pi$ only. Since $\alpha < 3\pi/2$, an interval of length $2\pi - \alpha > \pi/2$ is unaccounted for by $f$, but $g$ can pick up at most $\alpha - \pi < \pi/2$ of this. Hence, $f$ and $g$ must belong to the same set. The claim does not hold if $\alpha \geq 3\pi/2$. □

Lemma 2 Three floodlights $f_1$, $f_2$, and $f_3$ with illumination angle $\alpha < \pi$, can be configured so that, together, they cover the whole line $L$ (hence, $P$) during $2\alpha$ time in total.

Proof. The proof can be obtained from [2]. Assume, w.l.o.g., that $f_1$, $f_2$, and $f_3$ appear in this order from left to right. Configure $f_1$, $f_2$, and $f_3$ with angle zero, $\pi$, and zero, respectively (top of Figure 2). Then, at any time $t = \pi$ the configuration is as shown at the bottom of Figure 2. During interval $[0, \alpha]$ the line is illuminated by $f_1$ and $f_2$, and during interval $[\pi, \pi + \alpha]$, by $f_2$ and $f_3$. The result follows. □

![Figure 2: Proof of Lemma 2](image)

Theorem 3 If all floodlights belong to the same set among $F_1 \cup F_k, F_2, F_3, \ldots, F_{k-1}$, then $\alpha(P, F) = 2\pi/m$, which is optimal. Otherwise, $\alpha(P, F)$ satisfies:

$$
\alpha(P, F) \leq \min \left\{ \frac{3\pi}{m}, \frac{2\pi}{m - Q + 2\left\lfloor \frac{m}{4} \right\rfloor} \right\}
$$

where $Q$ denotes the number of odd numbers in the set $\{m_1 + m_k, m_2, \ldots, m_{k-1}\}$.

Proof. Obviously $\alpha(P, F) \geq 2\pi/m$ in all cases. All lights belong to the same set iff $k = 2$, or $k = 3$ and $m_1 = m_3 = 0$. In both cases, illumination angle $\alpha = 2\pi/m$ is sufficient. Assume first that $k = 2$ and let $F_1 = \{f_1, \ldots, f_{m_1}\}$ and $F_2 = \{f_{m_1+1}, \ldots, f_{m_2}\}$. Floodlight $f_1$ is configured with angle $(i - 1)\alpha$ for $i = 1, \ldots, m_1$, and floodlight $f'_j$, with angle $\pi - j\alpha$ for $j = 1, \ldots, m_2$ (see Figure 3). Then, at any time $t \in [0, m_1\alpha] P$ is covered by a member of $F_1$ and, at any time $t \in [m_1\alpha, 2\pi)$, by a member of $F_2$. Assume now that $k = 3$ and $m_1 = m_3 = 0$. Then, $F = F_2 = \{f_1, \ldots, f_{m_2}\}$. By configuring $f_1$ with angle $2\pi/m$, $P$ is covered by $F$. This proves the optimal result when all lights belong to the same set.
If neither of the two cases above occurs, we configure the floodlights to satisfy inequality (1) as follows. We consider the case \( m_1 = m_k = 0 \) and \( m_i = 1 \) (\( i = 2, \ldots, k - 1 \)) separately because the result follows immediately from [2], since our problem is equivalent to illuminating the whole x-axis. In this case \( m = Q \) and \( \alpha(P,F) = 3\pi/m = \min\{\frac{2\pi}{m}, \frac{2\pi}{m-Q+2(\frac{N}{2})}\} \) which is also optimal.

For the remaining cases, we can only obtain an upper bound on the optimal illumination angle. We proceed as follows. Pair the elements of \( P \) into \( \Delta P = [\frac{m_1}{m_2}, \ldots, \frac{m_{N-1}}{2}] = \frac{m-Q}{m+Q} \) pairs \( (f_{1,1}, f_{1,2}), (f_{2,1}, f_{2,2}), \ldots, (f_{N,1}, f_{N,2}) \) so that the elements of each pair belong to a same set among \( F_1 \cup F_k, F_2, F_3, \ldots, F_{k-1} \). Group the remaining \( Q \) floodlights into \( M = \lfloor \frac{Q}{2} \rfloor \) triples \( (f_{1,1}, f_{1,2}, f_{1,3}), \ldots, (f_{M,1}, f_{M,2}, f_{M,3}) \) (leaving at most two ungrouped). Let \( \alpha = \frac{2\pi}{m+Q-2(\frac{N}{2})} = \frac{2\pi}{2N+2M} \). We now schedule the floodlights as follows. Configure \( f_{1,1} \) and \( f_{2,2} \) with angles \((i-1)\alpha\) and \( \pi + (i-1)\alpha\), respectively, for \( i = 1, \ldots, N \); and configure \( f_{j,1}', f_{j,2}', f_{j,3}' \) with angles \(((N+j-1)\alpha\), \((N+j-1)\alpha\), and \( \pi + (N+j-1)\alpha\), respectively, for \( j = 1, \ldots, M \). Finally, arbitrarily configure the remaining floodlights (at most two). The correctness of this configuration follows from lemmas 1 and 2.

3 Many points and two lights

In this section we consider the case of two floodlights \( f_1 \) and \( f_2 \), i.e., \( m = 2 \). Let \( p_1, \ldots, p_n \) denote the elements of \( P \). Assume w.o.g. that line \( \ell(f_1, f_2) \) is horizontal and that \( f_1 \) is located to the left of \( f_2 \). Given any target point \( p_i \) (\( i = 1, \ldots, n \)), let \( \theta_i \in [0, \pi] \) denote the angle at \( p_i \) in the triangle \( \Delta p_if_1f_2 \). If there are points from \( P \) on both sides of the line \( \ell(f_1, f_2) \), then we define two angles \( \beta^+ \) and \( \beta^- \) as the maximum of \( \theta_i \) over all points \( p_i \); and \( \beta^- \) as the minimum of \( \theta_i \) over all points \( p_i \), respectively (see Figure 4a). Otherwise, all the points of \( P \) are on the same side of \( \ell(f_1, f_2) \) and we define two angles, \( \beta_{\text{max}} \) and \( \beta_{\text{min}} \), as the largest and smallest \( \theta_i \) over all points \( p_i \), respectively (see Figure 4b).

**Theorem 4 (Two floodlights)** For \( m = 2, n \geq 2 \):

(1) If there are points of \( P \) on both sides of \( \ell(f_1, f_2) \) then \( \alpha(P,F) = \pi + \frac{\beta^+ + \beta^-}{2} \).

(2) If all the points of \( P \) lie on one side of \( \ell(f_1, f_2) \) then \( \alpha(P,F) = \pi + \frac{\beta_{\text{max}} - \beta_{\text{min}}}{2} \).

**Proof.** First, we prove part (1) of the theorem. We configure floodlights \( f_1 \) and \( f_2 \) initially as follows. Let \( A_f, B_f \) be the quadrilateral such that angle \( \angle f_1A_f \) is equal to \( \beta^+ \), angle \( \angle f_2B_f \) is equal to \( \beta^- \), and points \( f_1 \) and \( f_2 \) are symmetric with respect to the line \( \ell(A, B) \) as shown in Figure 5a.

Since \( f_1 \) and \( f_2 \) rotate at unit speed, it always holds that \( \angle f_1A_f = \beta^+ \) and \( \angle f_2B_f = \beta^- \) (see Figure 5b). Furthermore, the region not illuminated by the lights is always a subset of the interior of the union of the triangles \( \Delta f_1A_f \) and \( \Delta f_2B_f \) (see Figures 5b and 5c), and it never contains points of \( P \) by the definition of \( \beta^+ \) and \( \beta^- \). It remains to show that any illumination angle smaller than \( \pi + \frac{\beta^+ + \beta^-}{2} \) is not feasible.

Suppose that, initially, floodlight \( f_i, i = 1,2 \) covers angles in the interval \( [\alpha_1, \beta_1] \). First we show that these intervals cover all possible directions in \([0, 2\pi]\). If, to the contrary, a direction \( t \) is not covered by \([\alpha_1, \beta_1] \cup [\alpha_2, \beta_2] \), then there is a rotation such that \( p_i \) is not illuminated, where \( p_i \) is the point above the \( x \)-axis and \( \angle f_2p_i = \beta^+ \), a contradiction. Therefore, the
floodlight intervals overlap as shown in Figure 6a.

![Figure 6: The floodlight intervals.](image)

We show now that the overlapping interval \([\alpha_2, \beta_1]\) has length at least \(\beta^+\). Suppose to the contrary that it is smaller than \(\beta^+\). Consider the rotation by the angle \(\gamma\) such that the \(\beta_2\)-ray of floodlight \(f_2\) passes through the point \(p_1\) defining \(\beta^+\) (see Figure 6b). Then the \(\alpha_1\)-ray of floodlight \(f_1\) will not cover \(p_1\) since the angle between the two rays is less than \(\beta^+\). Therefore \(p_1\) is not covered if the rotation angle is slightly smaller than \(\gamma\), a contradiction. Similarly, the overlapping interval \([\alpha_1, \beta_2]\) has length at least \(\beta^-\). If the illumination angle is \(\alpha\) then \(2\alpha \geq 2\pi + \beta^+ + \beta^-\). The claim of part (1) follows.

To prove part (2) of the theorem we configure floodlights \(f_1\) and \(f_2\) at the beginning as follows. Let \(A f_1 B f_2\) be a quadrilateral such that \(\angle f_1 A f_2 = \beta_{\text{min}}\) and \(\angle f_2 B f_1 = \beta_{\text{max}}\) and points \(f_1\) and \(f_2\) are symmetric about line \(\ell(A, B)\) as shown in Figure 7a. The argument is similar to the proof of part (1) since the points \(A\) and \(B\) move along arcs shown in Figure 7a. The uncovered part is either a region below \(C f_1 B f_2 D\), shown in Figure 7a, or the wedge \(\text{XYZ}\), shown in Figure 7c. In any case the area between the two arcs defined by \(\beta_{\text{min}}\) and \(\beta_{\text{max}}\) is always illuminated.

The optimality of angle \(\pi + \frac{\beta_{\text{max}} - \beta_{\text{min}}}{2}\) can be shown similarly to the proof of part (1).

\[ \text{Lemma 5} \quad \text{If} \ n = 2 \ \text{then} \ \alpha(P, F) \leq \frac{2\pi}{m} + \frac{2\pi - \theta_2}{m}. \]

\[ \text{Proof.} \quad \text{It suffices to prove that for} \ \alpha = \frac{2\pi}{m} + \frac{2\pi - \theta_2}{m} \ \text{the} \ m \ \text{floodlights can be configured properly.} \]

\[ \text{Configure} \ f_1 \ \text{arbitrarily and, for} \ i = 1, \ldots, m - 1, \ \text{configure} \ f_{i+1} \ \text{to start illuminating point} \ p_2 \ \text{at the time} \ f_i \ \text{stops illuminating it.} \]

\[ \text{Since} \ \alpha \geq \frac{2\pi}{m} \ \text{then} \ p_2 \ \text{is always illuminated.} \]

\[ \text{Observe that} \ p_1 \ \text{is illuminated at some time by both} \ f_i \ \text{and} \ f_{i+1} \ \text{since} \ \theta_i \leq \theta_{i+1}. \]

\[ \text{Then the time span in which} \ p_1 \ \text{is illuminated by} \ f_i \ \text{and not by} \ f_{i+1} \ \text{is equal to} \ \alpha + \theta_i - \theta_{i+1}. \]

\[ \text{Since} \ \sum_{i=1}^{m-1} (\alpha + \theta_i - \theta_{i+1}) + \alpha = m\alpha + \theta_1 - \theta_m = 2\pi \ \text{then} \ p_1 \ \text{is always illuminated.} \]

One can build examples, as the following one, in which \(\theta_1 < \theta_m\) and \(\alpha\) is the theoretical minimum (i.e. \(\alpha = 2\pi/m\)), showing that \(\alpha = \frac{2\pi}{m} + \frac{2\pi - \theta_2}{m}\) is not always optimal. Let \(m = 8\) and \((\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6, \theta_7, \theta_8) = (\frac{\pi}{7}, \frac{\pi}{7}, \frac{\pi}{7}, \frac{\pi}{7}, \frac{\pi}{7}, \frac{\pi}{7}, \frac{\pi}{7}, \frac{\pi}{7})\). Then \(f_1, \ldots, f_8\) can be configured with \(\alpha = 2\pi/m\) so that \(p_1\) is illuminated in the (circular) order \(f_1, f_1, f_8, f_2, f_4, f_5, f_6, f_7\) and \(p_2\) in the order \(f_6, f_1, f_7, f_3, f_2, f_8, f_4, f_5\). Thus, it becomes interesting to decide whether \(\alpha(P, F) = 2\pi/m\) when \(\theta_1, \ldots, \theta_m\) are all multiples of \(2\pi/m\).
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Abstract

This paper focuses on a variation of the Art Gallery problem that considers open edge guards. The “open” prefix means the endpoints of an edge where a guard is are not taken into account for visibility purposes. This paper studies the number of open edge guards that are sufficient and sometimes necessary to guard some classes of simple polygons.

Introduction

The well known Art Gallery problem studies the minimum number of guards that are needed to fully cover a polygon $P$, that is, the number of guards from which every point of $P$ is visible. Ideally, guards may be placed anywhere on $P$ but usually they are restricted to vertices of the polygon or its edges. In the first case such guards are called vertex guards and in the second edge guards. Moreover, a point guard is a guard that can be placed anywhere on the polygon. Lee et al. [3] proved that finding the minimum number of guards to fully cover a polygon without holes is NP-hard for all three variations of guards. Toussaint conjectured that $\lceil \frac{4}{3} n \rceil$ edge guards are sufficient to cover any simple polygon of $n$ vertices, except for small values of $n$. Later, Shermer [4] proved that $\lceil \frac{3n}{10} \rceil$ edge guards are sufficient to cover any simple polygon, except for $n = 3, 6, 13$ where an extra edge guard might be needed. Shermer actually proved a combinatorial result: any triangulation of a polygon with $n$ vertices can be dominated by $\frac{3n}{10}$ edge guards.

In this paper guards are assumed to be placed along open edges of a polygon, that is, the endpoints of any edge are not taken into account for visibility purposes. Therefore, a point $p$ is covered by an edge $e$ if $p$ is visible from some interior point of $e$. As shown in Figure 1, open edge guards can see considerably less polygon area than the usual edge guards, and are therefore an interesting topic of research on their own.

![Figure 1: (a) The area covered by the open edge guard $uv$ is shown in grey. (b) The area covered by the closed edge guard $uv$ is shown in grey.](image)

Open edge guarding is a variation of the Art Gallery problem that was first introduced by Viglietta [6] as a way to guard 3D polyhedra. This work was built on by Benbernou et al. [7] and Tóth et al. [5]. The latter studied open edge guards and proved that there are polygons that need at least $\lceil \frac{4}{5} n \rceil$ guards to be covered, and that $\lceil \frac{2n}{5} \rceil$ are always sufficient.

This article is structured in the following way. Section 1 introduces the concept of open edge guards and presents results on the number of guards that cover orthogonal and spiral polygons. Some results related to the Fortress problem on simple and orthogonal polygons are also presented. The paper concludes with Section 2.

1 Open edge guards

Given a simple polygon $P$, $G_{OE}(P)$ is the minimum number of open edge guards that fully cover $P$ and let $G_{OE}(n) := \min \{ G_{OE}(P) : P$ is a polygon of $n$ vertices $\}$. Consequently, this section is devoted to calculate $G_{OE}(n)$ for different classes of polygons.
1.1 Orthogonal polygons

Bjorling-Sachs [1] proved that \(\lfloor \frac{3n+4}{16} \rfloor\) closed edge guards are sufficient and sometimes necessary to fully cover an orthogonal polygon. This section shows that \(\lfloor \frac{n}{4} \rfloor\) open edge guards are sometimes necessary and always sufficient to fully cover an orthogonal polygon.

Given an orthogonal polygon \(P\) with \(n\) vertices, the edges of \(P\) can be divided into four categories: north, south, west and east edges. North edges see the interior of the polygon below them, south edges see it above them, east edges see it to their left and west edges see it to their right. Each of these four sets represents a group of open edge guards that completely covers \(P\). In order to see this, choose any point \(p\) of \(P\). From \(p\), it is always possible to draw vertical segments that will hit a north edge if it goes up from \(p\) and a south edge if it goes down. The reasoning for the horizontal directions is similar. Therefore, the smallest of these four sets of edges proves the upper bound: any orthogonal polygon can be covered by \(\lfloor \frac{n}{4} \rfloor\) open edge guards. Furthermore, there is an example of an orthogonal polygon that needs \(\lfloor \frac{n}{4} \rfloor\) open edge guards to be fully covered. Such polygon is very similar to the one depicted in Figure 2, but where each spike represents a group of open edge guards that completely covers the polygon below it. Since this spiral has only one possible triangulation and there is one of these points per four triangles, this polygon needs \(\lfloor \frac{n}{4} \rfloor\) open edge guards in order to be fully covered. Therefore, \(G_{OE}(n) \geq \lfloor \frac{n}{4} \rfloor\).

This lower bound can be rewritten as \(\lfloor \frac{n+1}{4} \rfloor\), and it is proven below that this bound is tight.

![Figure 2](image)

Figure 2: A polygon with holes that needs \(\lfloor \frac{n}{4} \rfloor - 1\) open edge guards to cover it, \(n = 44\).

1.2 Spiral polygons

This section studies open edge guarding of spiral polygons, which will also be called spirals when it eases the reading of the text. According to a previous work, \(\lfloor \frac{n+2}{4} \rfloor\) closed edge guards are sufficient and sometimes necessary to cover spiral polygons [8].

1.2.1 Tight bound on the number of open edge guards

In the example in Figure 3(a), each point marked on the polygon needs a different open edge guard to cover it. Since this spiral has only one possible triangulation and there is one of these points per four triangles, this polygon needs \(\lfloor \frac{n}{4} \rfloor\) open edge guards in order to be fully covered. Therefore, \(G_{OE}(n) \geq \lfloor \frac{n}{4} \rfloor\).

The boundary of each spiral can be decomposed into a sequence of consecutive reflex vertices (called a reflex chain) and a sequence of consecutive convex vertices (called a convex chain). The proof that any spiral can be covered by \(\lfloor \frac{n+1}{4} \rfloor\) open edge guards uses induction on the number of edges of the polygon.

The base case comprehends four cases. When the spiral has four, five or six edges it is easy to see that one open edge guard covers the whole polygon. Spirals with seven edges can be covered by two open edge guards, since it suffices to place the guards on the edges of the convex chain that are intersected by the extensions of the first and last edges of the reflex chain (see Figure 3(b)).

For the inductive step, suppose \(\lfloor \frac{n+1}{4} \rfloor\) open edge guards are sufficient to cover any spiral of \(n'\) vertices with \(n' < n\) edges, \(n > 7\). Let \(P\) be a spiral with \(n > 7\) vertices, whose reflex chain is formed by the vertices \(\{r_1, r_2, \ldots, r_k\}\). Now extend the edge \(r_1r_2\) until it intersects some edge of the convex chain. Let \(v\) be the rightmost endpoint of the edge of the convex chain just intersected as shown in Figure 4(a). The proof is now divided into four cases depending on the number of edges of the convex chain from \(c_1\) to \(v\): (a) five or more than five edges, (b) four edges, (c) three edges and (d) two edges. For case (a), suppose the convex chain from \(c_1\) to \(v\) has at least five edges. Then draw the diagonal between \(r_1\) and \(c_5\), the fifth vertex of the convex chain. In this way, the spiral is partitioned into two spiral polygons: \(P'\) that has six edges and so can be guarded with one open edge guard and \(P''\) with \(n-4\) edges. For case (b), suppose the convex chain from \(c_1\) to \(v\) has four edges as shown.

![Figure 3](image)

(a) No two of the marked points can be covered by the same open edge guard. (b) The two red open edge guards cover the whole spiral.
in Figure 4(b). Then draw the diagonal between $r_2$ and $c_4$, the fourth vertex of the convex chain. This partitions the spiral into two spiral polygons: $P'$ that has six edges and therefore can be guarded with one open edge guard and $P''$ with $n - 4$ edges.

In case (c) the convex chain from $c_1$ to $v$ has three edges and the situation is slightly different. As shown in Figures 4(c) and 4(d), draw the diagonal between $v$ and the first visible reflex vertex starting from $r_2$ (note that $r_2$ can be such a vertex). This procedure partitions the spiral into two polygons: $P'$ that can be guarded with one open edge guard and $P''$ with at most $n - 4$ edges.

Finally, case (d) in which the convex chain from $c_1$ to $v$ has only two edges. In this case, draw the diagonal from $v$ to the first visible reflex vertex after $r_2$. If there are no visible reflex vertices left, then the reflex chain is over and an open edge guard placed on the second edge of the convex chain covers the whole spiral (see Figure 5(a)). If there is one visible reflex vertex then draw the diagonal as before, which will partition the spiral into two polygons: $P'$ that can be guarded with one open edge guard and $P''$ with at most $n - 4$ edges (see Figure 5(b)).

Figure 5: The convex chain from $c_1$ to $v$ has two edges. (a) There is no reflex vertex visible from $v$ besides $r_2$. (b) The first reflex vertex visible from $v$ is $r_4$.

All the four cases described above end with a polygon $P''$ that has at most $n - 4$ edges, which means the inductive hypothesis can be applied. Therefore, $P''$ can be covered by $\lceil \frac{n - 4}{4} \rceil = \lfloor \frac{n + 1}{4} \rfloor - 1$ open edge guards. Since polygon $P'$ is covered exactly by one open edge guard, the whole spiral is covered by $\lfloor \frac{n + 1}{4} \rfloor$ open edge guards and this concludes the proof.

Theorem 2 Any spiral polygon with $n$ vertices can be covered by $\lfloor \frac{n + 1}{4} \rfloor$ open edge guards, and in some cases this number is necessary.

1.2.2 Placing the minimum number of open edge guards

This section presents an algorithm to place the minimum number of open edge guards that cover a spiral polygon $P$. The main idea of the algorithm is to build two sets simultaneously: $G$, which is the set of open edge guards, and $H = \{h_1, h_2, \ldots\}$ that is the set of points that guarantees $G$ is of minimum size. The points that form set $H$ are placed on the polygon in such a way that each open edge guard can see only one of them and is therefore associated with it. Consequently, $|G| = |H|$. Let $\{r_1, r_2, \ldots, r_k\}$ be the reflex chain and $\{c_1, c_2, \ldots, c_{n-k}\}$ the convex chain of $P$. Moreover, let $\{c_1, c_2, \ldots, c_{n-k}, r_k, r_{k-1}, \ldots, r_1\}$ be the sequence of $n$ vertices of a spiral polygon $P$. The steps of the algorithm to place the minimum number of open edge guards to cover $P$ are depicted in Figure 6 and explained in the following.

Figure 6: (a) Finding an edge of the convex chain that covers point $h_1$. (b) Finding an edge of the convex chain that covers point $h_2$.

Set $G$ is empty to start with. Let $h_1 \in P$ be a point very close to $c_1$, which has to be covered. Draw the ray $\overline{c_1 h_1}$ that will intersect some edge of the convex chain that sees point $h_1$. Let such edge be denoted by $(e_1, e_2)$ and assign $G \leftarrow \{(e_1, e_2)\}$. Secondly, find
the last reflex vertex \( r_j \) that can be seen from \( e_2 \) and consider point \( h_2 \), which is very close to \( r_j \) along the edge \((r_j, r_{j+1})\). Then draw the ray \( \overrightarrow{r_j r_{j+1}} \) that will intersect some edge of the convex chain that sees point \( h_2 \). Let such an edge be denoted by \((e_3, e_4)\) and assign 
\[ G ← G ∪ \{(e_3, e_4)\}. \]
Repeat this last step until all reflex vertices and \( c_{n-k} \) are guarded.

This algorithm selects the edges \( \overrightarrow{r_j r_{j+1}} \) of the convex chain that will be part of set \( G \), which fully covers any spiral polygon since it totally covers its convex chain.

**Lemma 3** The algorithm described in this section builds a set \( H \) of points interior to \( P \) such that \( G_{OE}(P) ≥ |H| \).

**Theorem 4** The algorithm described in this section places the minimum number of open edge guards needed to cover a spiral polygon in \( O(n) \) time.

**Proof.** Let \( G \) be the set of open edge guards built by the algorithm to cover spiral polygon \( P \) and \( H \) the set of points of \( P \) in which each point is covered by a different guard. That is, the set of points that are placed in such way that the According to Lemma 3, \( G_{OE}(P) ≥ |H| \) but since \(|H| = |G| \) then \( G_{OE}(P) ≥ |G| \) and therefore \( G \) is a minimum set of open edge guards. Regarding the time complexity, each edge of the convex chain is only processed once whilst analysing the rays \( \overrightarrow{r_j r_{j+1}} \). In the same way, each edge of the reflex chain is checked once to find the last reflex vertex that is visible from the chosen edges. Consequently, each vertex of the spiral polygon is analysed just once by the algorithm and therefore it runs in linear time. \( \square \)

### 1.3 Fortress problem

This section is devoted to another variation of the Art Gallery problem called the Fortress Problem. Instead of guarding the interior of a simple polygon, the Fortress Problem variation focuses on monitoring the exterior of a polygon. Choi et al. [2] proved that the exterior of any simple polygon can be covered by \( \lceil \frac{n}{2} \rceil \) closed edge guards and that these guards are necessary to cover the exterior of convex polygons. In the case of open edge guards, this problem is trivial since it is easy to see that every edge will be needed as a guard to cover the exterior of a convex polygon.

The natural following step is to study orthogonal polygons. Again, Choi et al. [2] proved that the exterior of any orthogonal polygon can be covered by \( \lceil \frac{n}{2} \rceil + 1 \) edge guards and that this number can be necessary. The proof of the following theorem is omitted, but it is based on the technique of dividing the edges according to their orientation, as introduced in Section 1.1. The lower bound is given by the orthoconvex polygon depicted in Figure 7.

**Theorem 5** The exterior of any orthogonal polygon with \( n \) vertices can be covered by \( \frac{n}{2} + 2 \) open edge guards, and in some cases this number is necessary.

![Figure 7: Orthoconvex polygon that needs \( \frac{n}{2} + 2 \) open edge guards to be covered.](image)

### 2 Final remarks

We studied other classes of polygons, such as monotone polygons, as well as other geometric configurations. There are monotone polygons that need \( \lceil \frac{n}{2} \rceil \) open edge guards in order to be fully covered and we believe this bound is tight. Furthermore, this bound is proved for open mobile guards, which can patrol edges and diagonals of a polygon. This type of coverage has also been studied for other polygons.
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Abstract

An orthogonal polygon of $P$ is called “thin” if the dual graph of the partition obtained by extending all edges of $P$ towards its interior until they hit the boundary is a tree. We show that the problem of computing a minimum guard set for the vertices of a thin orthogonal polygon is NP-hard either for guards lying on the boundary, or on vertices or anywhere in the polygon.

Introduction

The classical art gallery problem for a polygon $P$ asks for a minimum set of points $G$ in $P$ such that every point in $P$ is seen by at least one point in $G$ (the guard set). Many variations of art gallery problems have been studied over the years to deal with various types of constraints on guards and different notions of visibility. In the general visibility model, two points $p$ and $q$ in a polygon $P$ see each other if the line segment $pq$ contains no points of the exterior of $P$. The set $V(v)$ of all points of $P$ visible to a point $v \in P$ is the visibility region of $v$. A guard set $G$ for a set $S \subseteq P$ is a set of points of $P$ such that $S \subseteq \bigcup_{v\in G} V(v)$. Two points $v_i$ and $v_j$ are equivalent for the visibility relation if $V(v_i) \cap S = V(v_j) \cap S$. If $V(v_i) \cap S \subset V(v_j) \cap S$ then $v_i$ strictly dominates $v_j$, and $v_i$ can replace $v_j$ in an optimal guard set of $S$. Guards that may lie anywhere inside $P$ are called point guards whereas vertex guards are restricted to lie on vertices and boundary guards on the boundary. Combinatorial upper and lower bounds on the number of necessary guards are known for specific settings (for surveys, refer to e.g. [8, 10]). The fact that some art gallery problems are NP-hard [5, 9] motivates the design of heuristic and metaheuristic methods for finding approximate solutions and also the study of more specific classes of polygons where some guarding problems may be tractable [1, 2, 3, 6]. In this paper, we address the problem of guarding the vertices of orthogonal polygons, which is known to be NP-hard for generic orthogonal polygons [4]. We show that the problem is NP-hard also for the family of thin orthogonal polygons, which consists of the orthogonal polygons such that the dual graph of the corresponding grid partition $\Pi_{HV}(P)$ is a tree. $\Pi_{HV}(P)$ is obtained by adding all horizontal and vertical cuts incident to the reflex vertices of $P$ (see Fig. 1). Our proof is inspired in [4] although the need to obtain thin orthogonal polygons led to novel aspects in the construction. The class of thin orthogonal polygons contains the class of thin polyomino trees introduced in [1], for which the authors conjecture that the guarding problem under the general visibility model has a polynomial-time (exact) algorithm. To the best of our knowledge, this problem is open. In [12], we give a linear-time algorithm for computing an optimal vertex guard set for any given path orthogonal polygon (for which the dual graph of $\Pi_{HV}(P)$ is a path graph), and prove tight lower and upper bounds of $\lfloor n/6 \rfloor$ and $\lfloor n/4 \rfloor$ for the optimal solution for the subclass where all horizontal and vertical cuts intersect the boundary at Steiner points. Since the thin grid orthogonal polygons belong to this class, our work extends results previously known for the spiral thin grid orthogonal polygons and the MinArea grid orthogonal polygons [6] (for which the minimum vertex guard sets have exactly $\lfloor n/4 \rfloor$ and $\lfloor n/6 \rfloor$ guards) and somehow explains why the MinArea grid orthogonal polygons were considered representative of extremal behaviour [11]. The result that supports our proof allows us to conclude that a minimum guard set for the vertices of a path orthogonal polygon can be found in linear-time.

Figure 1: Orthogonal polygons, grid partitions and dual graphs: (a) $\Pi_{HV}(P)$ and its dual graph in general; (b) a thin orthogonal polygon; (c) a thin orthogonal polygon that is a path orthogonal polygon.
In the rest of the paper, we show that computing a minimum guard set for the vertices of a thin orthogonal polygon (GVTP) is NP-hard, either for boundary guards, vertex guards or point guards.

1 Hardness for boundary guards

**Theorem 1** GVTP for thin orthogonal polygons is NP-hard for boundary guards.

For the proof, we define a reduction from the vertex-cover problem in graphs (VC) to GVTP with boundary guards. VC, known to be NP-complete, is the problem of deciding whether a graph \( G = (V, E) \) has a vertex-cover \( S \) of size \( |S| \leq k \), for \( k \) integer. A vertex-cover of \( G \) is a subset \( S \subseteq V \) such that for each edge \( (u, v) \in E \), either \( u \in S \) or \( v \in S \), or both.

The thin orthogonal polygon we construct for a given graph \( G = (V, E) \) is a large square with \( |E| \) tiny \( d \)-gadgets attached to its bottom. In Fig. 2 we sketch this construction and in Fig. 3 we present the \textit{double gadget} (d-gadget) defined for the proof.

![Figure 2: From VC to GVTP with boundary guards: the representation of \( G = (\{u, v, w\}, \{(u, v), (u, w)\}) \); the edges of \( G \) are mapped to the points \( uv \) and \( uw \) (that will be replaced by tiny \( d \)-gadgets) and the vertices are mapped to the segments \( u, v \) and \( w \).](image)

We define the side-length of this square to be \( L \Delta \) with \( L = 1 + 2|V| + 3|E| \) and \( \Delta = 10L \). Considering \( V = \{v_1, v_2, \ldots, v_n\} \) sorted, we denote by \( E^i_\pm \) the subset of all edges \( (v_i, v_j) \in E \) such that \( i < j \), also sorted by increasing value of \( j \). In the construction we follow these orderings: for each \( i \), we represent \( v_i \) by a segment of length \( \Delta \) on the top edge of the square and the edges in \( E^i_+ \) as middle points of \( |E^i_+| \) consecutive segments of length \( 2\Delta \) on the bottom edge, placed between the projections of \( v_i \) and \( v_{i+1} \), and with separation gaps of length \( \Delta \) between each other. The square is implicitly divided into \( L \) slabs of length \( \Delta \), and we leave the first slab empty and an empty slab between consecutive items.

![Figure 3: A sketch of the d-gadget \( \Xi_{ij} \) defined for the edge \( (v_i, v_j) \). The vertices on the left side are labelled from \( N_1 \) to \( N_{18} \) in CW order and on the right side are labelled from \( M_1 \) to \( M_{18} \) in CCW order. \( B \equiv N_{11} \) and \( A \equiv M_{14} \) are the two distinguished vertices.](image)

The d-gadget associated to the edge \( (v_i, v_j) \in E^+_i \), denoted by \( \Xi_{ij} \), is defined as follows. Let \( O_{ij} \) be the point that represents the edge \( (v_i, v_j) \) and \( A_iB_i \) and \( A_jB_j \) the segments associated to \( v_i \) and \( v_j \). Together with \( O_{ij} \), these segments define two visibility cones with apex \( O_{ij} \). By a slight perturbation, we can decouple the two cones, and move the new apexes to the distinguished vertices \( (B \text{ and } A) \) of a tiny d-gadget \( \Xi_{ij} \). The structure of this gadget will fix segment \( A_iB_i \) (resp. \( A_jB_j \)) as the portion of the boundary of the polygon that \( A \) (resp. \( B \)) sees above line \( X \) (i.e., above the gadget). We use VC instead of the minimum 2-interval piercing problem used in [4] in order to be able to control the aperture of visibility cones and also the structure of the thin orthogonal polygon obtained in the reduction. Some of the vertices of a d-gadget can only be guarded by a local guard (i.e., a guard below line \( X \)), for instance, the vertices \( M_{16}, M_{12}, M_8, M_7 \) and \( M_5 \) on its right part and \( N_{16}, N_{12}, N_8, N_7 \) and \( N_5 \) on the left part. For every d-gadget, at least three local boundary-guards will be needed to guard these vertices and no three such guards can see both \( A \) and \( B \) if they see all these vertices. Moreover, one can always locate three local boundary-guards that see all the gadget vertices other than \( A \) (namely, at \( N_8, N_1 \) and \( M_8 \)) or other than \( B \) (namely, at \( N_8, M_1 \) and \( M_8 \)). Another guard is required to guard the unguarded vertex but it does not need to be local. As we will see, this guard can be located on the portion of the top edge of the polygon seen from the unguarded vertex.

We define the coordinates of the vertices of \( \Xi_{ij} \) w.r.t. a cartesian system \( R_{O_{ij}} \) with origin at \( O_{ij} \). By construction, the \( x \)-coordinates of the points \( A_i, B_i \) and \( O_{ij} \) w.r.t. a cartesian system fixed at the bottom left corner of the large square are given by

\[
\begin{align*}
    x'_{A_i} &= (2i - 1 + 3 \sum_{k<i} |E^+_k|) \Delta \\
    x'_{B_i} &= x'_{A_i} + \Delta \\
    x'_{O_{ij}} &= x'_{B_i} + 2\Delta + 3\Delta |E^+_i \cap \{(v_i, v_{j'}) : j' < j\}| 
\end{align*}
\]
and, consequently, if we define $x_i$ and $x_j$ as $x_i = (x_{O_{ij}}' - x_{B_{ij}}')/\Delta$ and $x_j = (x_{O_{ij}}'' - x_{B_{ij}}'')/\Delta$, then, w.r.t. the cartesian system $R_{O_{ij}}$, we have

\begin{align*}
A_i &= (-x_i + 1, L\Delta) \\
B_i &= (-x_j, L\Delta)
\end{align*}

for integers $x_i \geq 2$ and $x_j \geq 2$. Then, we define $A$ and $B$ as the intersection points of the supporting lines of $O_{ij}A_i$ and $O_{ij}B_j$ with the line $y = -4L$, that is, as $A = (4x_i + 4, -4L)$ and $B = (-4x_j - 4, -4L)$. So, the rays $AA_i$ and $BB_j$ share the supporting lines of the initial rays $O_{ij}A_i$ and $O_{ij}B_j$. The aperture of the visibility cone $C_A = \text{cone}(A, A_i, B_i)$ is determined by the vertices $M_1$ and $M_3$. We selected $M_1$ as the intersection of $\overline{AA_i}$ with the line $y = -2L$ and $M_3$ as the intersection of $\overline{BB_i}$ with the line $y = -3L$. Therefore, $M_1 = (2x_i + 2, -2L)$ and $M_3 = (\tau_i, -3L)$, with $\tau_i = 3x_i + 3 + \frac{\Delta}{L}$, because the straight lines $AA_i$ and $AB_i$ are given by the following equations.

\begin{align*}
AA_i : y &= -\frac{L}{x_i + 1}x \\
AB_i : y &= -\frac{L(\Delta + 4)}{x_i(\Delta + 4) + 4}x + \frac{4L\Delta}{x_i(\Delta + 4) + 4}
\end{align*}

Similarly, the vertices $N_1$ and $N_3$ determine the aperture of the visibility cone $C_B = \text{cone}(B, A_i, B_i)$, being $N_1 = (-2x_j - 2, -2L)$ the intersection of $BB_j$ with $y = -2L$ and $N_3 = (\tau_j, -3L)$ the intersection of $BA_j$ with $y = -3L$, with $\tau_j = -3x_j - 3 - \frac{\Delta}{L+4}$. The coordinates of the vertices of $\Xi_{ij}$ are

\begin{align*}
M_1 &= (2x_i + 2, -2L) \\
M_2 &= (2x_i + 2, -4L) \\
M_3 &= (2x_i + 1, -4L) \\
M_4 &= (2x_i + 1, -3L) \\
M_5 &= (2x_i - 3L) \\
M_6 &= (2x_i - 6L) \\
M_7 &= (2x_i + 1, -6L) \\
M_8 &= (2x_i + 1, -5L) \\
M_9 &= (\tau_i, -3L) \\
M_{10} &= (\tau_i, -2L) \\
A &= (4x_i + 4, -4L) \\
M_{11} &= (4x_i + 4, -3L) \\
M_{12} &= (4x_i + 4, -4L) \\
M_{13} &= (\tau_i, -3L) \\
M_{14} &= (\tau_i, -2L) \\
M_{15} &= (7L, -2L) \\
M_{16} &= (7L, -L) \\
M_{17} &= (2x_i + 2, -L)
\end{align*}

with the $N_k = (-\alpha x_j - \beta, \gamma)$ if $M_k = (\alpha x_i + \beta, \gamma)$, for $1 \leq k \leq 18$. Therefore, the coordinates of the vertices can be defined by rational numbers represented by pairs of integers bounded by a quadratic polynomial function on the size of the graph.

We can prove that: the dual graph of the grid partition of the resulting polygon is a tree $M_{16}$, $M_{12}$, $M_8$, $M_7$, $M_5$, and $N_{16}$, $N_{12}$, $N_8$, $N_7$ and $N_5$ require local guards; the boundary of $\Xi_{ij}$ imposes no restriction on the propagation of the corresponding visibility cones $C_A$ and $C_B$; the unique point on the boundary of $\Xi_{ij}$ that sees both $A$ and $N_{16}$ is $M_1$ (similar for $B$, $M_{16}$ and $N_1$); the three local guards $N_8$, $N_1$ and $M_8$ jointly see all the gadget vertices other than $A$ (similar for $N_8$, $M_1$ and $M_8$ and $B$). Lemma 2 states the final result we need to conclude the proof and can be shown as Lemma 2.2. of [4].

**Lemma 2** The thin orthogonal polygon $P$ that is obtained can be guarded by $3|E| + k$ boundary guards if and only if the there is a vertex-cover of size $k$ for the instance graph $G = (V, E)$.

## 2 Hardness for vertex guards

**Theorem 3** GVTP is NP-hard for thin orthogonal polygons with vertex guards.

For the proof, we can adapt the previous construction, following the idea of [4], as sketched in Fig. 4.

![Figure 4](image)

Figure 4: The reduction from VC to GVTP with vertex guards for $G = \{(u, v), \{(u, v), (u, w)\})$. Ear gadgets are attached to the right endpoints of the segments. Each ear gadget requires a local guard on a vertex of the shaded region (to guard $Z_2$).

We consider the polygon obtained previously and attach a tiny ear gadget to the right endpoint of each line segment $\overline{A_iB_j}$, for each $v_i \in V$. The local vertices of the ear gadget attached to $B_j$, w.r.t. the cartesian system fixed at the bottom left corner of the large square, can be defined as

\begin{align*}
Z_1 &= ((x_j' + 1)\Delta, L(\Delta + 1) + 1) \\
Z_2 &= ((x_j' + 1)\Delta + L, L(\Delta + 1))
\end{align*}

and $(x_j' + 1)\Delta + L, L(\Delta + 1))$. The separation slabs guarantee that the dual graph of $\Pi_{HV}(P)$ for the new polygon $P$ is still a tree, as required. The ear gadgets are defined in such a way that the vertex $A$ of $\Xi_{ij}$ cannot see any vertex of an ear-gadget except for $B_i$. Otherwise, $A$ would see points on the boundary of $P$ arbitrarily close to $B_i$ but to the right of $B_i$, which is impossible by the definition of the visibility cone $C_A$. The height of the ear gadget prevents $B$ from
seeing any local vertex of the ear-gadget attached to
$A_jB_j$. For each $j \geq 2$, it is sufficient to guarantee
that, for all $\Xi_{ij}$, the intersection point of the ray $BB_j$
with the vertical edge incident to the vertex labeled
$Z_3$ is below $Z_3$. This holds for all $i$ if it holds for $B$
in the rightmost d-gadget $\Xi_{ij}$, since the rays $BB_j$ are
sorted by slope around $B_j$.

Each ear-gadget needs a local guard that must be
located in one of the vertices of the shaded region
and none of these vertices sees a local vertex of a d-
gadget. This means that these guards cannot replace
any guard located in a segment. Since any guard lo-
cated on a segment can move to the segment right
endpoint to become a vertex-guard, without loss of
visibility, we can adapt the proof of Lemma 2 to show
Lemma 4.

Lemma 4 The thin orthogonal polygon $P$ that is ob-
tained can be guarded by $|V|+3|E|+k$ boundary guards
if and only if the there is a vertex-cover of size $k$ for
the instance graph $G = (V, E)$.

3 Hardness for point guards

Theorem 5 GVTP is NP-hard for thin orthogonal
polygons with point guards.

For the proof, we construct a reduction from the
minimum line cover problem (MLCP), as in [4].
MLCP is NP-hard [7]. Given a set $L = \{l_1, \ldots, l_n\}$
of lines in the plane, MLCP is the problem of finding a
set of points of minimum cardinality such that each
line $l \in L$ contains at least one point in that set.

Without loss of generality, we consider that $L$
contains neither vertical nor horizontal lines. The poly-
gon constructed for the reduction is obtained by at-
taching single-gadgets (called s-gadgets) to a bounding
box $B(L)$ that contains all intersection points of pairs
of lines in $L$ in its interior. The idea of this construc-
tion is sketched in Fig. 5.

In order to guarantee that a thin orthogonal poly-
gon is obtained, we define a new type of s-gadget,
sketched on Fig. 5, where $M_1$ and $M_{13}$ reduce the
visibility cone $C_A$ to the line $L_A$. Moreover, we had
to restrict the locations of s-gadgets to the bottom
edge of $B(L)$, in contrast to [4]. This can be done be-
cause, for a sufficiently large bounding box, all lines
will intersect the bottom edge of $B(L)$, as there are no
horizontal lines in $L$. At least a local guard is needed
for each s-gadget. As for the d-gadgets, taking into
account the relative positions of intersections of the
lines with the bottom line (i.e., of vertices $M_1$), and
their slopes, we can define the vertices of the tiny s-
gadget in such a way that $M_8$ sees $M_{12}$ and $M_7$, and
all local vertices except for $A$. We can conclude that
the vertices of $P$ can be guarded by $n+k$ guards if
and only if there is a cover for $L$ of size $k$.
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Abstract

In this paper we propose and solve common influence region queries. We present GPU parallel algorithms, designed under CUDA architecture, for approximately solving the studied queries. We also provide and discuss experimental results showing the efficiency of our approach.

Introduction

Common influence region queries are related to the capacity of two sets of facilities of different type, competitive and collaborative, of attracting customers. Solutions to common influence region queries help decision makers to develop competitive-collaborative opportunities.


The advancement in GPUs (Graphics Processing Units) hardware design, together with CUDA (Compute Unified Device Architecture), make them attractive to solve problems which can be treated in parallel as an alternative to CPUs. General-Purpose computing on GPUs (GPGPU) is playing an increasing role in scientific computing applications, which range from numeric computing operations to data mining or geometric processing, where the potential of the GPU for delivering real performance gains on computationally complex, large problems is demonstrated.

By working towards practical solutions, since exact algorithms to solve the common influence region queries are hard to implement and quite slow in practice, we explore a GPU parallel approach, designed under CUDA architecture, for solving the queries approximately. We also provide and discuss experimental results obtained with the implementation of our algorithms that show the efficiency and scalability of our approach.

1 Preliminaries

1.1 The weighted area of a region

Let $\mathcal{R} = \{R_1, \cdots, R_m\}$ be a partition of the domain $D$. We associate with each region $R_i$ a non-negative number $w_i$, called the weight of $R_i$.

We define the weighted area of the region $R \subset D$, denoted $w(R)$, as:

$$w(R) = \sum_{j=1}^{m} w_j \mu(R \cap R_j),$$

where $\mu(R \cap R_j)$ denotes the area of the subregion $R \cap R_j$.

1.2 CUDA architecture

CUDA is a parallel computing architecture that makes GPUs accessible for computation like CPUs. The CUDA processors, which can be executed in parallel, are referred as threads, and each thread executes the instructions contained in the so called kernels in parallel. Each thread computation is independent from the others, however, there exist some read-modify-write atomic operations called atomic functions. They read and return the value stored in a memory position, operate on it and store the result without allowing, during the whole process, any other access to that memory position. These operations allow the users to obtain global results when several threads access to the same memory position. For instance we can obtain a global sum, minimum or minimum in a specific position by using them.

Several types of memories can be used, data stored in global memory are accessible by every thread and are visible from the CPU, global memory is where more data can be allocated, but is the slowest access time memory. Shared memory and registers are the fastest memory, shared memory can be accessed by all the threads of the same block, and registers store the local variables of the threads. The number of accesses to memory are reflected in the execution times of the algorithms. Thus they are provided in the complexity analysis, $v$ read or written values to global memory are represented by $r_v^g$ and $w_v^g$, and to shared memory they are denoted by $r_v^s$ and $w_v^s$.
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2 Influence regions

Let $S$ be a set of $n$ points included in a bounded domain $D$ of the Euclidean plane. Each point $s \in S$ is associated with a positive real weight $w_s > 0$. The weighted distance $d_s(q)$ from an arbitrary point $q \in D$ to the point $s \in S$ is defined as $d_s(q) = (1/w_s) d(s,q)$, where $d(p,q)$ denotes the Euclidean distance between points $p, q$.

The $k$-influence region of a point $s \in S$, denoted $I_k(s, S)$, is the set of points of $D$ having $s$ among their $k$-nearest points in $S$. For any point $q \in D$, denote by $n_k(q, S)$ the weighted distance from $q$ to its $k$-th nearest point in $S$, i.e. the weighted distance to the point of $S$ that ranks number $k$ in the ordering of the points by increasing weighted distance from $q$. We have:

$$I_k(s, S) = \{q \in D \mid d_s(q) \leq n_k(q, S)\}.$$

From the definition follows that the 1-influence region of a site $s$ is its 1-Voronoi region, and that $I_k(s, S) \subset I_{k+1}(s, S)$.

A $k$-influence region is bounded by bisectors of points in $S$. In general, $k$-influence regions need not to be convex, nor simply connected, nor even connected. Two $k$-influence regions may share disconnected edges (see Figures 1 a) and b)).

2.1 Common influence regions

Let $P$ and $Q$ be finite disjoint sets of $n$ and $m$ weighted points, respectively, within the bounded domain $D$ of the Euclidean plane.

The $(k, k')$-Common Influence Region of $p \in P$, $q \in Q$, denoted $C_{k,k'}(p, q, P, Q)$, is the set of points of $D$ having $p$ among their $k$-nearest points in $P$ and at the same time having $q$ among their $k'$-nearest points in $Q$:

$$C_{k,k'}(p, q, P, Q) = I_k(p, P) \cap I_{k'}(q, Q).$$

In Figure 1 c) we can see an example of a $(5, 2)$-common influence region painted in green.

Figure 1: a) 5-influence region, b) 2-influence region, c) $(5, 2)$-common influence region.

2.2 Common influence region queries

Let $P$ and $Q$ be finite disjoint sets of $n$ and $m$ weighted points, respectively, within the bounded domain $D$ of the Euclidean plane, and $\mathcal{R}$ be a weighted partition of $D$. We study the following queries:

Feasible pairs query. Given fixed non-empty sets $P' \subseteq P$ and $Q' \subseteq Q$ and a real positive number $W_0$, find all pairs $(p,q)$, $p \in P'$ and $q \in Q'$, such that the weighted area $w(C_{k,k'}(p, q, P, Q)) \geq W_0$.

Feasible partners query. Given fixed non-empty sets $P' \subseteq P$ and $Q' \subseteq Q$ and a real positive number $W_0$, find all points $p \in P'$, such that for each $q \in Q'$ the weighted area $w(C_{k,k'}(p, q, P, Q)) \geq W_0$.

The parameters $k$, $k'$, $W_0$, $I_0$ should be chosen by an expert, according to the localization of $p$ with respect the points of $Q'$ and the cardinality of $Q'$, during an iterative what-if analysis process.

To obtain $w(C_{k,k'}(p, q, P, Q)) = w(I_{k}(p, P) \cap I_{k'}(q, Q))$, we can first compute the overlay intersection between $I_{k}(p, P)$ and $I_{k'}(q, Q)$ and the regions of the weighted partition $\mathcal{R}$. Since each maximal connected region of the resulting intersection is contained in a region of $\mathcal{R}$, it has univocally associated a weight. Consequently, the weighted area $w(C_{k,k'}(p, q, P, Q))$ can be written as a sum of functions that depends on the location of $p$ and $q$. Since computing the maximal connected regions together with their weighted area is difficult, it is also difficult computing the weighted area of a common influence region and solving common influence region queries. This has motivated us to explore an alternative GPU parallel approach, designed under CUDA architecture, for approximately solving common influence region queries.

3 Solving common influence region queries using CUDA

The weighted areas of the common influence regions are estimated by using a discretization of the domain $D$. An axis-parallel rectangular grid of size $H \times W$ is superimposed on the domain $D$ defining a set $S$ of $r$ points corresponding to the geometric center of the grid cells which are weighted according to the domain partition $\mathcal{P}$. As it is obvious, the bigger the size of the used grid the more accurate the obtained common influence region. The weighted area is estimated by summing up the weights of all the points of $S$ contained in the common influence region. Notice that, depending on the domain weighted partition, small changes in the common influence region can produce big changes in its weighted area.

Solving the defined queries requires an initial step consisting in computing the $k$-nearest neighbor distance from each point of $S$ to the points in $P$ and the $k'$ nearest neighbor to the points in $Q$. Notice that even though the queries subsets $P'$ and $Q'$ are used,
the $k$ and $k'$-neighbor distances are always referred to $P$ and $Q$.

### 3.1 k-nearest neighbor distance computation

We start by computing the weighted distance of each point $s \in S$ to its $k$-th nearest neighbor in $P$, considering all the points in parallel. With this aim, we have extended the CudaKNN algorithm described by Liang et al. [5] to handle the weighted case. The algorithm computes for each $p \in P$ the weighted distances to all the points in $S$ using shared memory and making the threads in a block cooperate to determine, after exploring all the point in $P$, the $k$-nearest neighbors of $s$. We transfer the points of $S$ and $P$ from the CPU to the GPU, then we compute the $k$-weighted nearest distance of each point in $S$ to $P$ and store all them in global memory in a 1D array $n_{P_k}$ of size $r$.

In the same way, we also transfer the points of $S$ and $Q$ from the CPU to the GPU, compute the $k'$-weighted nearest distance of each point in $S$ to $Q$ and store them in a 1D array $n_{Q_{k'}}$ of size $r$.

### 3.2 Influence region queries resolution

Given $P' \subseteq P$ and $Q' \subseteq Q$ of size $n'$ and $m'$ respectively, and assuming that the $k$ and $k'$-nearest neighbor distances from each point of $S$ to $P$ and $Q$ have been computed, we explain how the proposed queries can be solved.

Our approach for solving the feasible pairs and the possible partners queries follow a very similar procedure.

#### Feasible pairs query

The solution of the feasible pair query is reported giving the number of feasible pairs and the list containing them. In order to solve it we consider $n'n'$ threads, an integer to store the number of feasible pairs and an 1D-array of size $n'm'$ to store the feasible pairs. Each thread estimates the weighted area $w_{p,q} = w(C_{k,k'}(p,q,P,Q))$ of one pair $(p,q)$. In the case that $w_{p,q}$ gets the minimum required value $W_0$, the number of feasible pairs is incremented by one, and the pair is stored in the first empty position of the feasible pairs array.

The weighted area $w_{p,q}$ is estimated by considering all the points $s \in S$, computing the distances $d_p(s)$ and $d_q(s)$ and comparing them with $n_k(s,P)$ and $n_{k'}(s,Q)$ which are the ones stored in $n_{P_k}$ and $n_{Q_{k'}}$. Thus $s \in C_{k,k'}(p,q,P,Q)$ whenever $d_p(s) \leq n_{P_k}(s)$ and $d_q(s) \leq n_{Q_{k'}}(s)$. In such a scenario, where all threads check all the points in $S$, shared memory should be used. The $B$ threads in a block cooperate loading the space points and their neighbor distances from global to shared memory. This requires using three shared memory arrays of size $B$ per block: $S^a$ which stores $B$ weighted space points, and $n^a_{P_k}$, and $n^a_{Q_{k'}}$ storing their corresponding $k$ and $k'$-neighbor distances to $P$ and $Q$, respectively. The $i$-th thread of the block reads from global memory the point $s_i \in S$ and its corresponding $k$ and $k'$ nearest neighbor distances, and stores them in the $i$-th position of $S^a$ and $n^a_{P_k}$ and $n^a_{Q_{k'}}$, respectively. When all the threads in the block have finished loading this information, the first $B$ points of $S$ can be analyzed. Then each thread determines which of these points are contained in its corresponding common region $C_{k,k'}(p,q,P,Q)$ and accordingly accumulates their weights in a register. Once all the threads of the block have checked all the already loaded points, the next $B$ points of $S$ and their distances are loaded to shared memory and analyzed. We keep on proceeding similarly until all the points in $S$ have been handled, and consequently $w_{p,q}$ has been estimated.

In order to obtain correct results it is important that the threads in a block wait each other in some critical points. In fact, two synchronization points are needed, one after transferring the corresponding weighted point of $S$ with its two associated distances and the other when all the already stored points have been checked, just before starting transferring new information to shared memory. Otherwise there is no guarantee that all the threads in the block have finished with their tasks. The implementation has to be carefully done when $r$, the number of points in $S$, is not a multiple of $B$, the number of threads in a block, to avoid accesses to non-existent memory positions, but guaranteeing that all the points of $S$ are loaded to shared memory.

#### Feasible partners query

To solve this query we use an array $f_p$, of size $n'$, which is used as a boolean array. At the end of the process, positions containing a 1 correspond to the points of $P'$ having all the points of $Q'$ as feasible partners.

After initializing the array $f_p$ with ones, we proceed as before estimating the weighted common influence areas of all the $n'n'$ pairs in $P' \times Q'$. When a thread finishes estimating its corresponding weight $w_{p,q}$, it checks whether $w_{p,q} < W_0$, and in such a case, it sets $f_p[p]$ to 0. Thus, only for those points $p$ achieving the minimum influence value for all the points $q \in Q'$ we will have $f_p[p] = 1$ at the end of the process.

The number, $n'_f$, and the list, $f$, of feasible partners can be obtained by performing a prefix sum on the array $f_p$, which is stored in $p_s$. After allocating an array of size $n'_f$, $n'$ threads are considered, each thread checks whether its point of $P'$ is a feasible partner of $Q'$, by looking at its corresponding position of $f_p$. If it is so, the point of $P'$ is stored in $f$ in the position given by $p_s$. 
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3.3 Complexity analysis

Computing simultaneously for the $r$ points of $S$ the $k$-neighbor distances with respect to the set of $n$ points by using the CudaKNN algorithm [5] requires $O(rnB)$ total work, where $B$ is the number of threads per block. The computation is done in three different steps, that have $O(r)$, $O(B)$ and $O(k + n/B)$ operations per thread, respectively. Thus, the initial step in our case requires $O(r(n + n)B)$ total work.

Solving the feasible pairs query requires $n'm'$ threads performing $O(r)$ operations each, leading to $O(rn'm')$ total work. Concerning memory accesses, in the worst case $O(r^2 (n'm'/B + w_{n'm'/B}^n + w_{n'm'}^n))$ accesses are required. Finally, the global memory needed is $3r + n' + m' + n'm' + 1$, while $3B$ floats per block are required in shared memory.

The differences between solving the feasible pairs query and the feasible partners one, before finding the list of feasible partners, do not change the work per thread neither the global work nor the memory accesses. However, the global memory requirements are reduced to $3r + 2n' + m'$. Finding the list $f$ only increases the global memory requirements in $n' + n_f$.

4 Experimental Results

In this section, we present several experimental results obtained with the implementation of our algorithms. In all the experiments the points of $P$ and $Q$ are randomly distributed in the domain and their weights are randomly obtained integers between 1 and 15. They are based on the weighted domain partition presented in Figure 2. The points of the domain are painted in a purple color gradation, the darker the color the smaller the density value.

In Figure 3, we provide the solution of a feasible partners query. Figure 3 a) shows the sets $P$, $Q$, $P'$ and $Q'$, that have 100, 100, 25 and 10 points, respectively. Points of sets $P'$ and $Q'$ are represented by grey squares and green triangles, and the points of $P$ and $Q$ not in $P'$ and $Q'$, by red squares and blue triangles, respectively. The orange squares of Figure 3 b) are the points of $P'$ conforming the solution of the feasible partners query defined by $P$, $Q$, $P'$, $Q'$ for $k = k' = 15$, when the minimum required influence value is 20.

![Figure 2: Domain weighted partition according to the population density.](image)

![Figure 3: a) Points of the sets $P$, $Q$, $P'$, $Q'$. b) Solutions of the feasible partners query.](image)
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Abstract

In this paper we study the problem of finding flock patterns in a set of trajectories of moving entities. A flock refers to a large enough subset of entities that move close to each other for a given time interval. We present a parallel approach, to be run on a Graphics Processing Unit, for reporting maximal flocks. We also provide experimental results that show the efficiency and scalability of our approach.

1 Introduction

A trajectory is a sequence of sampled time-stamped point locations describing the path of a moving entity over a period of time. Assuming that the movement of an entity between two consecutive positions is done at constant speed and without changing direction, its trajectory is modelled by the polygonal line, that can self-intersect, whose vertices are the trajectory points.

In this paper we study the flock pattern \([1, 2, 3] \) that identifies a group of entities moving close together during a given time interval (see Figure 1).

![Figure 1: Example of two flocks.](https://via.placeholder.com/150)

The increasing programmability and high computational rates of Graphics Processing Units (GPUs), together with CUDA (Compute Unified Device Architecture) and some programming languages which use this architecture, make them attractive to solve problems which can be treated in parallel as an alternative to CPUs. GPUs are used in different computational tasks where a big amount of data or operations have to be done, whenever they can be processed or done in parallel. Some recent works show that demanding algorithms in different fields can take advantage of the GPU parallel processing [4, 5, 6].

In this paper, we present an efficient parallel GPU-based algorithm, designed under CUDA architecture, for reporting maximal flocks. The experimental results obtained with the implementation of our algorithm show the significance of the presented approach according to its performance and scalability.

2 The flock pattern

Let \( E = \{e_0, \ldots, e_n\} \) be a set of \( n \) moving entities. The trajectory \( T_i \) of the entity \( e_i \) is a sequence of \( \tau \) points in the plane \( T_i = \{e_i^0, \ldots, e_i^{\tau-1}\} \), where \( e_i^j \) denotes the position of \( e_i \) at time \( t_j \) with \( 0 \leq j < \tau \). We assume that the positions are sampled synchronously for all the entities, and that entity \( e_i \) moves between two consecutive positions \( e_i^j, e_i^{j+1} \) with constant speed and without changing direction. Consequently, the trajectory \( T_i \) is described by the polygonal line, which may self-intersect, whose vertices are the trajectory points.

Flocks identify groups of entities whose trajectories are close together during a minimum period of time. Formally, according to [2], given a set \( E \) of entities, a minimum number of entities \( \mu \in \mathbb{N} \), a number of time-steps \( \delta \in \mathbb{N} \), a time interval \( I_j^\delta = [t_j, t_{j+\delta-1}] \), and a distance \( \epsilon \in \mathbb{R} \):

**Definition 1** A flock \( f(\delta, \mu, \epsilon) \) in a time interval \( I_j^\delta \), consists of at least \( \mu \) entities such that for every discrete time step \( t_k \in I_j^\delta \), there is a disk of radius \( \epsilon \) that contains all the \( \mu \) entities.

The number of reported or determined flocks is a critical issue that can adversely affect the response time and the proper interpretation of the final results. For a time-step \( t_k \in I_j^\delta \), there may be several circles with radius \( \epsilon \) that yield a flock with the same subset of entities of \( E \), so we consider that two flocks are different if they involve two different subsets. Since there can be \( \Theta(n^2) \) combinatorially distinct ways to place a circle of radius \( \epsilon \) among \( n \) points in the plane, at each time-step there can be \( \Theta(n^\delta) \) flock candidates involving different subsets of entities [9]. An algorithm having as output the position of the entities involved in a flock, would have an output size of \( \Theta(n^\delta) \) per time-step. Moreover, it is easy to observe that a set of entities could be present in many flocks, and even one single entity can be involved in several flocks. For example, a flock of \( \mu+1 \) entities contains \( \mu+1 \) flocks of \( \mu \) entities.

---
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To overcome this problem, as in [3], instead of finding all the existent flocks, we are interested only in maximal flocks, so that the entities of one flock may not be a subset of the entities of another flock. Even in the case of finding maximal flocks, at every time-step there may still asymptotically be \( \Theta(n^2) \) flock candidates, although in many real situations the number of candidates decreases considerably.

**Definition 2** A maximal flock \( m_f^\delta(\delta, \mu, \epsilon) \) in the time interval \( I^\delta_j \), is a maximal flock \( f(\delta, \mu, \epsilon) \) in \( I^\delta_j \) with respect to the subset inclusion.

We will denote \( M^\delta_j \) the family of maximal flocks in the time interval \( I^\delta_j \), and \( M^\delta \) the family of all maximal flocks, that is, the flocks of \( M^\delta_j \), for \( j = 0, \ldots, \tau - 1 \).

### 2.1 Characterization

Vieira et al. [3] prove that, for each pair of entity locations, there exists two such disks. Thus, \( 2n^2 \) disks per time step must be tested. Since we are interested in those disks that are maximal, we prove that keeping just one of the two disks is enough. Consequently, only \( n^2 \) disks per time step must be tested, thus the number of tests is reduced by half.

The following lemma, similar to one presented in [3], allows us to bound the number of disks to be tested in each time step.

**Lemma 3** Let \( P \) be a set of \( n \) points and \( D' \) be a disk of radius \( r \) that covers a subset \( P' \subseteq P \), \( |P'| = k \leq n \). There exist another disk \( D'' \) of radius \( r \) such that: a) has at least two points \( p_i, p_j \in P' \) on its boundary; b) covers a superset \( P'' \) of \( P', P' \subseteq P'' \subseteq P \); c) it is located at the right side of points \( p_i, p_j \).

### 3 Reporting flock patterns

In this paper study the problem of reporting the family \( M^\delta \) of all maximal flocks. To report \( M^\delta \), we must find the family \( M^\delta_j \) in the time interval \( I^\delta_j \), for \( j = 0, \ldots, \tau - 1 \).

#### 3.1 Computing the family \( M^\delta_j \)

Next, we describe the two main steps of the algorithm used to compute the family \( M^\delta_j \) in the time interval \( I^\delta_j \).

First step. At each time step \( t_i \) in the time interval \( I^\delta_j \), we compute the family \( \mathcal{F}_i \) of potential flocks containing at least \( \mu \) entities. Each family \( \mathcal{F}_i \) is obtained by using the characterization given in Lemma 3. Next, we find the maximal sets of each family \( \mathcal{F}_i \). Abusing of notation, we still denote \( \mathcal{F}_i \) the obtained subfamily of potential maximal flocks. At the end of the step, we have the array of families of potential maximal flocks \( \mathcal{F}^\delta_j = [\mathcal{F}_j, \ldots, \mathcal{F}_{j+\delta-1}] \) in the time interval \( I^\delta_j \).

Second step. We first compute the family \( I^\delta_j \) obtained intersecting the \( \delta \) families of potential maximal flocks in \( \mathcal{F}^\delta_j \). That is, \( I^\delta_j \) contains the sets which are the intersection of \( \delta \) sets, one of each family \( \mathcal{F}_i \) in \( \mathcal{F}^\delta_j \). Finally, we find the subfamily of maximal sets of \( I^\delta_j \) that contain at least \( \mu \) elements. The obtained subfamily is the desired \( M^\delta_j \).

### 4 GPU implementation

In this Section, we describe how to implement the different steps of the algorithm that computes \( M^\delta_j \), when GPU parallel techniques are used.

#### 4.1 The multi-grid structure \( \mathcal{G} \)

We denote by \( E_i = \{e_i^0, \ldots, e_i^{n-1}\} \) the set of locations of the entities of \( E \) at time step \( t_i \), \( i \in \{0, \ldots, \tau - 1\} \). In [3], a single grid is used to perform quick disk range searching queries over each set \( E_i \). Instead of using a grid for each time step, we build a multi-grid structure, denoted \( \mathcal{G} \), in parallel in the GPU, that allows us to search simultaneously in each one of the \( \delta \) sets of \( E^\delta_i = [E_{i,j}, E_{i,j+\delta-1}] \).

The multi-grid structure contains \( \delta \) regular grids, where the edges of the grid cells have length \( \epsilon \). Each grid \( j \) contains the set of points corresponding to \( E_j \). In order to maximize the parallel performance, the top-right corner is defined so that the grid is a square, that is, it has the same number of rows and columns (see Figure 2).

The multi-grid structure \( \mathcal{G} \) is composed of 7 arrays allocated in the GPU global memory. In Figure 2 we can see one example for \( \delta = 3 \). The bottom-left and the top-right corners of each grid are stored in the array \( b_{5,j} \) of size \( \delta \), where \( b_{5,j}[j] \) stores the two corner points of the grid containing \( E_j \). The number of cells per row (or per column) of each grid is stored in \( c_{5,j} \) and its prefix sum is stored in \( p_{5,j} \). Both arrays are integer arrays of size \( \delta \).

To represent the \( \delta \) grids, we use the array of integers \( c_{5,j} \), whose size depends on the size of the different grids which directly depend on the distribution of the points. For a given grid cell, we store in the corresponding \( c_{5,j} \) position the number of points contained on that cell. The array \( p_{5,j} \) of the same size of \( c_{5,j} \) is obtained as the prefix sum of \( c_{5,j} \). Note that, for a better understanding, in Figure 2 the arrays \( c_{5,j} \) and \( p_{5,j} \) are showed as several 2D grids, but in the GPU memory they are stored one 1D array each, by storing one grid after the other starting from left to right and from top to bottom, thus, the first grid corresponds to the time step \( t_i \) and the last one of the time step \( t_{i+\delta} \). With this structure we can easily access, in a parallel way, to any element of the \( \delta \) grids, by using the fact that the set of points of a cell \( w \) starts at position \( p_{5,j}[w] \) of \( c_{5,j} \), and is stored in \( c_{5,j}[w] \) consecutive positions of \( c_{5,j} \). In each \( c_{5,j} \) position we store the two floats of the
corresponding location. Finally, $\tilde{e}_\delta$ is an integer array of size $n\delta$ containing at position $j$ the entity id of the $e_\delta[j]$ location.

We construct the $G$ structure in parallel as follows. We allocate CPU arrays $\tilde{c}_\delta', \tilde{p}_\delta', b'_\delta$ of size $\delta$, and $p'$ and $\tilde{c}_\delta'$ of size $n\delta$. While we load the input $P$ into $p'$ the arrays $\tilde{c}_\delta', \tilde{p}_\delta'$ and $b'_\delta$ are accordingly filled. Then $c_\delta$, $\tilde{p}_\delta$, $b_\delta$ and $p$ are allocated in GPU memory and the $c_\delta$, $\tilde{p}_\delta$, $b'_\delta$ and $p'$ values are transferred to GPU memory to $c_\delta$, $\tilde{p}_\delta$, $b_\delta$ and $p$ respectively.

Then, $c_\delta$ and $\tilde{p}_\delta$ are allocated in the GPU memory according to $c_\delta$ and $\tilde{p}_\delta$ values. Additionally, the arrays $e_\delta$ and $\tilde{c}_\delta$ are allocated with size $n\delta$ also in GPU memory. Because GPU has no dynamic memory we have to construct $G$ in two steps.

First, we fill $c_\delta$ by counting the number of points contained in each cell. This is done in parallel by launching a kernel with $n\delta$ threads, that is, a thread per point and per time step. Each thread $idz$ reads its $p[idz]$ value and determines its position in the grid by using its position on the plane, the grid corresponding to the time step which the point belongs to, and the $c_\delta$ and $\tilde{p}_\delta$ arrays. The corresponding $c_\delta$ position is incremented in $1$. Because many threads may correspond to the same $c_\delta$ position we use atomic operations to ensure no thread interferences.

Once $c_\delta$ is computed, $p_\delta$ is obtained as the prefix sum of $c_\delta$ and we allocate an auxiliary array $v$ with the same size of $c_\delta$, initialized to zeros. Now, we launch a parallel kernel with $n\delta$ threads where each thread $idz$ reads its $p[idz]$ value, determines its position $w$ in the grid and stores $p[idz]$ at $c_\delta[p_\delta[w] + v[w]]$. Every time a thread stores its associated point into $c_\delta$ the corresponding $v$ value is incremented in one by using an atomic operation.

### 4.2 Finding potential flocks

The computation of the array of potential flocks $F_\delta^\delta$ of a given interval $I_\delta^\delta$ is done in two main steps. First, we need to find the center of the disks which are obtained applying the characterization given in Lemma 3, and second, we need to report the entities contained in those disks. Additionally, because GPUs do not have dynamic memory, we split the process in several steps.

First, we allocate an array of integers $D_\delta$ of size $n\delta$ to count how many disks there exist. This is done in parallel by launching a kernel with $n\delta$ threads, that is, a thread per point within $I_\delta^\delta$. Using the structure $G$ each thread $idz$ goes through its neighbors and counts the number of points which are at distance $\leq 2\epsilon$. The results are stored in $D_\delta[idz]$. Because this is computed in parallel, each disk will be reported twice, once for each of the two points defining the disk. In order to avoid this, we force threads to check those points whose entity id is bigger than itself. Then, $D_\delta$ of size $n\delta$, is computed as the prefix sum of $D_\delta$, and the array $D$ is allocated with size $D_\delta[n\delta - 1] + D_\delta[n\delta - 1]$, where we will store the centers of disks. The same process is repeated, but, instead of counting, each thread reports the center of the disk. Let us recall that only the right disk per paired point has to be reported.

In the second step, we actually report the potential flocks. To do this we use $G$ to perform the range searching queries, using the values of the array $D$ as the center of the queries with radius $\epsilon$. Note that, because in order that the regular grid structure works for range searching queries, we must be able to locate any point within the grid. It may happen that some disk centers were placed outside the grid for a given time step. Thus, before we perform the range searching queries we have to reconstruct $G$ so that the center of the disks were contained in $G$. We could modify $G$, but it is faster to rebuild it than to modify it.

To count the number of points contained on each disk we first allocate $P_\delta$, the array of integers of size equal to the total number of disks reported which is $D_\delta[n\delta - 1] + D_\delta[n\delta - 1]$, initialize it to zeros and launch a kernel with one thread per disk. Each thread $idz$ reads the center of its disk $D[idz]$, locates $D[idz]$ on the grid and checks the distance between the center of the disk and the points of its cell neighbors. Each thread counts how many points are at distance $\leq \epsilon$ to its disk center, and if there are at least $\mu$ the number is stored in $P_\delta[idz]$. Finally, we compute $P_\delta$ as the prefix sum of $P_\delta$.

If there is at least one disk per time step with at least $\mu$ entities, we continue to report the potential flocks. The last position of $P_\delta$ plus the last position of $P_\delta$ gives us $\omega$, the size of the array used to store the potential flocks. Thus, the array $P_\delta$ is allocated as an integer array with size $\omega$ and is filled in parallel using a thread per disk. The process is the same as before but this time, instead of counting, each thread stores in $P$ the entities contained inside each disk.

Note that, $P_\delta$, $P_\delta$ and $P$ denote a structure contain-
ing $\delta$ families of sets. This is the array of potential flocks $F^3_j$, that is, $\delta$ families of sets containing the potential flocks of $\delta$ consecutive time steps starting at time step $t_j$. We denote $F_j$ the family of potential flocks of the time step $t_j$.

The last step is to reduce each $F_j \in F^3_j$ so that it only contains the sets which are maximal, with respect to the partial order induced by the subset relation in each family. To this end, we use the parallel algorithm of Fort et al. [7]. When the process finishes, we have in $F^3_j$ the maximal potential flocks with $\mu$ or more entities at each time step of the interval $I^3_j$.

4.3 Reporting $M^3$ flocks

We want to report all the flocks $M^3_j$ for all $I^3_j, j = [0, \ldots, \tau - \delta]$. Thus, we could perform the same algorithm over each $I^3_j$, but many information computed for a given time step within a time interval can be reused for the following time intervals. The idea is to compute the potential flocks for a given interval and compute their intersections in a way that we can reuse the information for the next time interval. To this aim we proceed as follows.

We start at the interval $I^3_0$ and we compute $F^3_0$. Then, in order to obtain $M^3_0 = F^3_{\delta+1} \cap_{\delta+2} \cdots \cap F^3_0$ we start at $F^3_{\delta+1}$ and we intersect $F^3_{\delta+2} \cap F^3_{\delta+1}$. Next, we intersect $F^3_{\delta+3} \cap F^3_{\delta+2} \cap F^3_{\delta+1}$ and so on. After each intersection, we compute the maximal sets for each resulting intersection discarding those sets which are non maximal or containing less than $\mu$ entities. When we are done, we add, to $M^3$, the family $M^3_0$ which contains the flocks of $I^3_0$.

For the following time steps, instead of recomputing all the potential flocks and all the intersections, we reuse the previous computations. If for a given time step $t_j$, a family of potential flocks $F_j, j \leq k < j + \delta$ is not inside the array $F^3_j$, we compute $F^3_{j+1} \cap_{j+2} \cdots \cap F^3_{j-1}$. That is, instead of computing the potential flocks of one single time step we compute them in $\delta$ intervals. Then, we perform the corresponding intersections. This technique does not decrease the number of intersection we have to do, but, in practice, the $\delta$ families we intersect in each step are smaller than the ones containing the potential flocks, leading to faster results. We repeat the process until $j = \tau - \delta$.

The intersection process is also performed in parallel using the GPU algorithm presented by Fort et al in. [8].

5 Experimental results

The experimental results are obtained using an Intel Core2 CPU 6400 with a Nvidia GTX 480. We split the running time into 2 main steps, the potential flocks reporting process and the intersection process. The accumulated value, corresponding to the columns height, gives the total running time of the algorithm.

The algorithm has been tested with a data set extracted from [10], that consists of 145 trajectories of 2 school buses around Athens metropolitan area in Greece with a total of 66,096 time steps.

The results (Figure 3) shows that when we vary $\epsilon$ while we maintain $\mu = 5$ and $\delta = 10$, the number of flocks reported increases as long as we increase $\epsilon$. The most affected part is the intersection process. This is because the more flocks we report the more intersections we have to compute. When the parameter $\mu$ is varied, while $\epsilon = 1200$ and $\delta = 10$, the condition to form flock is more restrictive. Thus, the number of flocks decreases and, consequently, the running times too.
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Abstract

In this paper we propose a new GPU method able to compute the 2D constrained Delaunay triangulation of a planar straight line graph consisting of points and segments. The method is based on an incremental insertion, taking special care to avoid conflicts during concurrent insertion of points into the triangulation and concurrent edge flips.

Introduction

The constrained Delaunay triangulation (CDT) is one of the fundamental topics in Computational Geometry and it is used in many areas such as terrain modelling, finite element method, pattern recognition, path planning, etc. A CDT of a planar straight line graph (PSLG) can be constructed in the following way: begin with an arbitrary triangulation of the PSLG points; examine each PSLG segment in turn to see if it is an edge; force each missing PSLG segment to be an edge; then flip non-locally Delaunay edges until all edges are locally Delaunay with the provision that PSLG segments cannot be flipped. There are two ways to force a PSLG segment to be an edge of the triangulation. The first consists of deleting all the edges it crosses, then inserting the segment and retriangulating the two resulting polygons (one from each side of the segment). The second approach consists of incrementally flipping the edges that cross the segment until the segment is an edge. Qi et al. [2] presented a GPU method for computing the CDT of a PSLG. This method has three phases. The first phase computes the Delaunay triangulation of the PSLG points, while the second inserts the PSLG segments into the triangulation using edge flipping and the third flips the remaining non-locally Delaunay edges. Experimental results show that the method achieves a significant speedup with respect to the best CPU methods. However, since the Delaunay triangulation is constructed using a digital Voronoi diagram computed on a uniform grid, the method needs a huge memory space to allocate the grid and is less efficient when the distribution of the input points is far from being uniform.

Our approach of computing the CDT on the GPU extends the method presented in [1] by simultaneously inserting points and segments into the triangulation.

1 Our approach

Our algorithm is based on an iterative process that finishes when all PSLG elements (points and segments) are inserted into the Delaunay triangulation and no edge needs to be flipped. In each iteration as many elements as possible are inserted with the condition that only one point can be inserted into one single triangle. Each iteration is divided into four steps: location, where the triangle containing every non inserted point is determined; insertion, where at most one point per each triangle is inserted; marking, where some edges of the triangulation are marked to be a segment or marked to be flipped because they are crossed by a segment or they are non-locally Delaunay; and flipping, where some of the marked edges are flipped thus avoiding conflicts between them.

Let n be the number of points and m be the number of segments. In order to use the GPU’s resources as efficiently as possible the following arrays allocated in the global memory are used:

Points. Positions (x, y) in 2D. Its first three positions corresponds to the three vertices of a large auxiliary triangle that contains all points. Size n + 3.

Segments. Indices to Points. Each two consecutive indices correspond to a segment. Size 2m.

Inserted-P. Binary flags to determine whether a point has been inserted or not. Size n + 3.

Inserted-S. Binary flags to establish whether a segment has been inserted or not. Size m.

Triangles. Indices to Points. Each three consecutive indices correspond to a triangle. Size 3(2n + 1).

Neighbours. Indices to Triangles. Each three consecutive indices correspond to the current neighbours of the triangle. Size 3(2n + 1).

Future Neighbours. Indices to Triangles. Each three consecutive indices correspond to the neighbours that the triangle will have after executing a point insertion or a flip which affects its current neighbours. Size 3(2n + 1).
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1.1 Location step

For each point \( p \) the triangle \( \text{ContainingTriangle}[p] \) is updated as follows: If point \( P = \text{Point}[p] \) has not yet been inserted into the triangulation (\( \text{Inserted}[p] = 0 \)), a walking process is launched until the triangle \( t \) that really contains \( P \) is reached. If \( P \) lies on an edge, \( t \) is taken as the triangle adjacent to the edge with the lowest index. Then, \( \text{ContainingTriangle}[p] \) is updated with \( t \) and \( \text{VertexToInsert}[t] \) is updated with \( p \). Note that \( \text{VertexToInsert}[t] \) can be updated simultaneously by distinct processors. In this manner, \( \text{VertexToInsert}[t] \) contains the last point reaching \( t \).

1.2 Insertion step

For each triangle \( t \), the point of index \( p = \text{VertexToInsert}[t] \) is inserted into the triangulation as follows: Let \( p_1 = \text{Triangles}[3t+i] \) (\( i = 0, 2 \)) be the vertex indices of the triangle \( t \). Triangle \( t \) will be triangulated to triangle \( t' \) with vertex indices \( p_0, p_1, p_2 \) and \( p_0 \) and \( p_2 \) are updated according to the insertion of \( p \) in \( t \). The future neighbours of the new triangles \( \text{Neighbours}[3t+1] \) and \( \text{Neighbours}[3t+2] \) are updated by the neighbours of \( t \).

In the first part, each triangle \( t \) with a point \( p \) to be inserted, the (new) future neighbours of the triangles \( \text{Neighbours}[3t+1] \) and \( \text{Neighbours}[3t+2] \) are updated according to the insertion of \( p \) in \( t \).

In the second part, each triangle \( t \), if \( t \) has a point \( p \) to be inserted, the arrays \( \text{Triangles} \), \( \text{Neighbours} \), and \( \text{Flip} \) corresponding to the triangles \( t, 2p+1 \) and \( 2p+2 \) are updated according to the insertion of \( p \) in \( t \). Otherwise, the neighbours of \( t \) are simply updated with the triangles previously stored in \( \text{FutureNeighbours}[3t+2] \).

```plaintext
\text{forall } p < n+3 \text{ do} \quad /* \text{in parallel} */
\quad \text{if } \text{Inserted}[p] = 0 \text{ then}
\quad \quad t = \text{ContainingTriangle}[p];
\quad \quad P = \text{Point}[p];
\quad \quad \text{Found} = \text{false};
\quad \quad \text{while } \text{Found} = \text{false} \text{ do}
\quad \quad \quad \{[P_0, P_1, P_2] = \text{Points}[\text{Triangles}[3t..3t+2]];\}
\quad \quad \quad \{\text{if } P \text{ contained in some segment } P_j P_{j+1} \}
\quad \quad \quad \quad \& \text{ Neighbours} \[3t+j\] \text{ then}\}
\quad \quad \quad \quad \{\text{Found} = \text{true}; \text{m=Neighbours}[3t+j];\}
\quad \quad \quad \text{else if } P \text{ contained in triangle } P_0 P_1 P_2
\quad \quad \quad \quad \{\text{Found} = \text{true};\}
\quad \quad \quad \quad \text{else}
\quad \quad \quad \quad \quad \quad C = (P_0 + P_1 + P_2)/3;
\quad \quad \quad \quad \quad \quad \text{Seek for } j \text{ such that segment } C P_j
\quad \quad \quad \quad \quad \quad \text{intersects segment } P_j P_{j+1};
\quad \quad \quad \quad \quad \quad t = \text{Neighbours}[3t+j];
\quad \quad \text{ContainingTriangle}[p] = t;
\quad \quad \text{VertexToInsert}[t] = p;
\quad \quad \text{Algorithm } 1: \text{LOCATION}
```

```plaintext
\text{forall } t < 2n+1 \text{ do} \quad /* \text{in parallel} */
\quad p = \text{VertexToInsert}[t];
\quad \text{if } i \neq -1 \text{ then} \text{forall } j = 1..2 \text{ do}
\quad \quad t' = \text{Neighbours}[3t+j];
\quad \quad j = \text{opposite}(j);
\quad \quad \text{FutureNeighbours}[3t' + j'] = 2p+j;
\quad \quad \text{Algorithm } 2: \text{INSERTION, PART } 1.
```

```plaintext
\text{forall } t < 2n+1 \text{ do} \quad /* \text{in parallel} */
\quad p = \text{VertexToInsert}[t];
\quad \text{if } i \neq -1 \text{ then}
\quad \quad \text{Inserted}[P[t]] = 1;
\quad \quad \text{[p_0, p_1, p_2]} = \text{Triangles}[3t..3t+2];
\quad \quad \text{[n_0, n_1, n_2]} = \text{FutureNeighbours}[3t..3t+2];
\quad \quad \text{[f_0, f_1, f_2]} = \text{Flip}[3t..3t+2];
\quad \quad \text{Triangles}[3..3t+2] = [p_0, p_1, p_2];
\quad \quad \text{Triangles}[3(2p+1) .. 3(2p+1)+2] = [p_1, p_2, p];
\quad \quad \text{Triangles}[3(2p+2) .. 3(2p+2)+2] = [p_2, p_0, p];
\quad \quad \text{Neighbours}[3..3t+2] = [n_0, 2p + 1, 2p+2];
\quad \quad \text{Neighbours}[3(2p+1)..3(2p+1)+2] = [n_1, 2p+2, t];
\quad \quad \text{[n_0, 2p+2, 2p+1]} = [n_1, 2p+2, t];
\quad \quad \text{[n_0, 2p+2, 2p+1]} = [n_1, 2p+2, t];
\quad \quad \text{[n_0, 2p+2, 2p+1]} = [n_1, 2p+2, t];
\quad \quad \text{[n_0, 2p+2, 2p+1]} = [n_1, 2p+2, t];
\quad \quad \text{Algorithm } 3: \text{INSERTION, PART } 2.
```
1.3 Marking step

In this step the edges corresponding to a PSLG segment and the candidate edges to be flipped are marked. An edge can be a candidate due to being crossed by a segment or being non-locally Delaunay. Accordingly, this step is subdivided into two parts:

In the first part, for each non-inserted segment \( s \) whose both endpoints have already been inserted into the triangulation, if the endpoints of \( s \) are connected by an edge, this edge is marked as constrained. Otherwise, a walking process starting from the first endpoint is launched until a flippable edge crossed by \( s \) and not flipped in the previous flipping step is found. Then, this edge and its opposite edge are marked to be flipped. The same is done starting from the other endpoint.

```latex
\begin{algorithm}
  \textbf{foreach} \( s < m \) do \textit{/* in parallel */}
  \textbf{if} Inserted-P[seg[i]]=0 \textbf{and} \\
  Inserted-P[seg[i+1]]=1 \textbf{then} \\
  \textbf{for} \( j = 0 \) \textbf{do} \\
  \textbf{if} \( j = 0 \) \textbf{then} \\
  \quad \{[i, i_0]=\text{Segments}[2s, 2s+1]; \} \\
  \textbf{else} \{[i, i_0]=\text{Segments}[2s, 2s+1]; \} \\
  \quad \{[P_0, P_1]=\text{Points}[i_0..i]; \}
  \text{starting from \text{ContainingTriangle}has seek} \\
  \text{for the triangle of index \( t \) incident to \( i_0 \) intersecting segment \( P_0 P_1 \);}
  \textbf{if} \( P_1 \) \text{ is a vertex of \( t \) then} \\
  \quad \text{\( j=\text{edge of \( t \) connecting \( P_0 \) and \( P_1 \);} \} \\
  \quad \text{\( t'=\text{Neighbours}[3t \! + \! j]; \} \\
  \quad \text{\( j'=\text{opposite}(j); \} \\
  \quad \text{\( \text{Flip}[3t \! + \! j]=\text{Flip}[3t'+j']=2; \} \\
  \text{Inserted-P}[s]=0; \}
  \textbf{else} \\
  \quad \text{Found=false;}
  \textbf{while} \text{Found=false do} \\
  \text{\( j=\text{edge of \( t \) intersecting segment \( P_0 P_1 \);} \} \\
  \text{\( \text{if} \text{\( j \) is flippable and different to \( \text{EdgeToFlip}[t] \) then} \} \\
  \text{\( \text{Found=true; \} \} \\
  \quad \text{\( t'=\text{Neighbours}[3t \! + \! j]; \} \\
  \quad \text{\( j'=\text{opposite}(j); \} \\
  \quad \text{\( \text{Flip}[3t \! + \! j]=\text{Flip}[3t'+j']=3; \} \\
  \text{else} \\
  \quad \text{\( t=\text{Neighbours}[3t \! + \! j]; \} \}
  \end{algorithm}
```

**Algorithm 4: Marking, Part 1.**

In the second part, for each triangle \( t \) not crossed by any segment \((\text{Flip}[3t] \mod 2 + \text{Flip}[3t+1] \mod 2 + \text{Flip}[3t+2] \mod 2 = 0)\) the non constrained edges that are non Delaunay are marked to be flipped.

1.4 Flipping step

During this step, at most one edge of each triangle \( t \) is flipped. To avoid conflicts between concurrent flips, this step needs to be subdivided into three parts.

In the first stage, a marked edge whose opposite edge is the only marked edge in its triangle \( t' \) is sought. If this edge exists, let \( nc \) be the number of marked edges of \( t \). Then, if \( nc \geq 2 \) or \( (nc = 1 \text{ and } t < t') \) the edge is stored in \text{EdgeToFlip}[t].

In the second stage, if \( t \) has an edge to be flipped \((\text{EdgeToFlip}[t] \leq 2)\), the future neighbours of the triangles adjacent to the quadrilateral determined by the edge are updated accordingly to the future flip of the edge. Otherwise, if the opposite edge of an edge \( j \) of \( t \) is to be flipped, \( 4 + j \) is stored in \text{EdgeToFlip}[t].

In the third stage, if \( t \) has an edge to be flipped \((\text{EdgeToFlip}[t] \leq 2)\), the arrays Triangles, Neighbours and Flip corresponding to the triangles \( t \) and \( t' \) are updated according to the flip. Otherwise, if any adjacent triangle has an edge to be flipped, the array Neighbours is updated.

```latex
\begin{algorithm}
  \textbf{foreach} \( t < 2n + 1 \) do \textit{/* in parallel */}
  \textbf{if} \( \sum_{k=0}^{t-1} (\text{Flip}[3t + k] \mod 2) = 0 \) \textbf{then} \\
  \textbf{for} \( j = 0 \) \textbf{do} \\
  \textbf{if} \( \text{Flip}[3t + j] \neq 2 \) \textbf{and} no Delaunay(j) then \\
  \quad \text{\( \text{Flip}[3t + j]=1; \} \}
  \end{algorithm}
```

**Algorithm 5: Marking, Part 2.**

2 Results

The algorithm was implemented using OpenCl on a computer equipped with an Intel(R) Pentium(R) D CPU 3.00GHz, 3.5GB RAM and a GPU NVidia GeForce GTX 580/PCI/SSE2. Each one of the algorithm's parts was written in a kernel. The algorithm was executed ten times on two different models (Chairs32×32 and Holland4×4) and compared with Triangle [3], one of the most popular computational geometry software. The model Chairs32×32 is formed by 1024 copies of the model showed in the Figure.
foreach \( t < 2n + 1 \) do  
/* in parallel */
\[ \text{if} \ EdgeToFlip[t]\leq 2 \text{ then} \]
\[ j=\text{EdgeToFlip}[t]; \ j'=\text{opposite}(j); \]
\[ n=\text{Neighbours}[3t+j]; \ n'=\text{opposite}(j'); \]
\[ \text{FutureNeighbours} [3n + nj]=t'; \]
\[ t'=\text{Neighbours}[3t+j]; \]
\[ \text{if} \ EdgeToFlip[t]\leq 2 \text{ and} \]
\[ \text{Neighbours}[\text{EdgeToFlip}[t]]=t \text{ then} \]
\[ \text{EdgeToFlip}[t]=4+j; \]

**Algorithm 7: Flipping, Part 2.**

foreach \( t < 2n + 1 \) do  
/* in parallel */
\[ \text{if} \ EdgeToFlip[t]\leq 2 \text{ then} \]
\[ j=\text{EdgeToFlip}[t]; \]
\[ t'=\text{Neighbours}[3t+j]; \]
\[ j'=\text{opposite}(j); \]
\[ n=\text{Neighbours}[3t+j]; \ n'=\text{opposite}(j'); \]
\[ \text{FutureNeighbours} [3n + nj]=t'; \]
\[ t'=\text{Neighbours}[3t+j]; \]
\[ \text{if} \ Flipped[3t+j]=3 \text{ then} \text{EdgeToFlip}[t]=j; \]
\[ \text{else} \text{EdgeToFlip}[t]=3; \]
\[ \text{else if} \ EdgeToFlip[t]=3 \text{ then} \]
\[ \text{Neighbours}[3t..3t+2]=\text{FutureNeighbours}[3t..3t+2]; \]
\[ \text{else if} \ EdgeToFlip[t]=4; \]
\[ j=\text{EdgeToFlip}[t]-4; \ j'=\text{opposite}(j); \]
\[ \text{if} \ Flipped[3t+j]=3 \text{ then} \text{EdgeToFlip}[t]=j; \]
\[ \text{else} \text{EdgeToFlip}[t]=3; \]
\[ \text{for} \ j=0..2 \text{ do} \]
\[ \text{if} \ Flipped[3t+j]=2 \text{ then} \]
\[ \text{Flipped}[3t+j]=0; \]

**Algorithm 8: Flipping, Part 3.**

Table 1: Behaviour of the proposed algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Chairs32 \times 32</th>
<th>Holland4 \times 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. Vertices</td>
<td>1444864</td>
<td>1015344</td>
</tr>
<tr>
<td>Num. Segments</td>
<td>738328</td>
<td>1007488</td>
</tr>
<tr>
<td>Mean time (ms)</td>
<td>4028</td>
<td>2306</td>
</tr>
<tr>
<td>Triangle (ms)</td>
<td>1283</td>
<td>10254</td>
</tr>
</tbody>
</table>

Figure 1: Cell of the model Chairs32 \times 32

Figure 2: Cell of the model Holland4 \times 4
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Abstract

We focus on the development of approximated algorithms to find high quality triangulations of minimum dilation because the complexity status of the Minimum Dilation Triangulation problem for a general point set is unknown. We propose an operator to generate the neighborhood which is used in different algorithms: Local Search, Iterated Local Search, and Simulated Annealing. Besides, an algorithm called Random Local Search is presented where good and bad solutions are accepted using the previous mentioned operator. We use the Sequential Parameter Optimization method for tuning the parameters of the SA algorithm. We compare our results with the only available algorithm found in the literature that uses the obstacle value to sort the edges in the constructive process. Through the experimental evaluation and statistical analysis, we assess the performance of the proposed algorithms using this operator.

Introduction

Different measures are adopted to design optimal triangulations. The most popular are the weight, stabbing number, area, and dilation. Although the usage of approximated approaches to solve complex optimization problems is common nowadays, this last measure has not been used as selection criterion when optimizing triangulations by using metaheuristic algorithms [10].

Let $S$ be a finite planar point set, $T$ a triangulation of $S$ and $u, v$ two points in $S$. There are two distance metrics: the Euclidean distance between $u$ and $v$, $|uv|$, and the length of the shortest path between $u$ and $v$ with in the triangulation $T$, $\text{dist}_T(u, v)$. The dilation between $u$ and $v$ with respect to $T$ is the ratio between the shortest path and the Euclidean distances between $u$ and $v$, and is defined as $\Delta_T(u, v) = \frac{\text{dist}_T(u, v)}{|uv|}$.

The maximum over all the dilations between pairs of points in $T$ is called the dilation of $T$ (or stretch factor) and is represented by $\Delta(T)$. The best possible dilation of any triangulation of $S$ is the dilation of $S$ and is denoted by $\Delta(S)$. Thus, we have

$$\Delta(T) = \max_{u, v \in S} \Delta_T(u, v)$$

and $\Delta(S) = \min_{T \in \mathcal{T}(S)} \Delta(T)$ where $\mathcal{T}(S)$ is the set of all triangulations of $S$.

The triangulation $T^*$ whose dilation is the dilation of $S$, i.e. $\Delta(T^*) = \Delta(S)$, is called minimum dilation triangulation of $S$. Note that there are several triangulations of minimum dilation for a given set of points.

Computing the minimum dilation triangulation for a set of points in the plane is listed as an Open Problem in Eppstein’s survey [6], i.e., no polynomial algorithm that can build it is known and no proof that the problem is NP-hard is shown. Neither the greedy nor the delaunay triangulation algorithms generate the minimum dilation triangulation of a planar point set, as shown in Figure 1. Therefore, one approach is to use metaheuristic techniques for obtaining approximate solutions to the optimum.

Figure 1: A point set for which the MDT neither is the GT nor the DT.
1 Approximated algorithms for the MDT problem

A set of simple techniques is presented because, to the best of the authors’ knowledge, there are no works in the literature where the MDT problem is approached using metaheuristics. We present the general overview of the studied algorithms: Greedy [5], Local Search [1, 11], Iterated Local Search [9], Simulated Annealing [3, 7], and Random Local Search describing their features and parameters. For all the algorithms the solution space $\mathcal{E}$ is represented by all possible triangulations of a set $S$ of $n$ points in the plane. An $n \times n$ matrix of ones and zeros is used to represent a possible solution. A 1 at position $(i, j)$ means that there is an edge connecting points $i$ and $j$, otherwise a 0 is placed. The objective function, $f : \mathcal{E} \rightarrow R$, assigns a real value to each element of $\mathcal{E}$. For each $\mathcal{E} \in \mathcal{E}$, the function $f$ is defined as the maximum dilation among all pairs of points in $\mathcal{E}$.

**Greedy Algorithm (G-MDT)** It starts with an empty solution $\text{Sol}$ and inserts edges until a triangulation for a given set of point $S$ is generated. Let $A$ be the set of all possible edges that have not been inserted in $\text{Sol}$, $u, v \in S$ and $e = uv \in A$. If the dilation of the points $u$ and $v$ determines the dilation of the solution, i.e., $\Delta_{\text{Sol}}(u, v) = \Delta(\text{Sol})$, then the edge $e$ is inserted in the solution $\text{Sol}$. This reduces the dilation of the points $u$ and $v$ to 1 because $\text{dist}(u, v) = |uv|$ and consequently decreases the dilation of the solution $\text{Sol}$. The insertion is performed whenever the new edge to insert produces no intersections with the edges already inserted.

**Local Search Algorithm (LS-MDT)** It starts from a random initial solution and then iteratively moves to a neighbor solution. These moves are performed by applying an operator looking for a better solution. If a better solution is found, it replaces the current solution by the new one and it continues the process until it cannot improve the current solution. When no improved solutions are present in the neighborhood, local search is stuck at a local optimal solution. The moves in the search space are performed using the $\text{retriang}(\cdot)$ operator that works as follows. Let $a, b \in S$, if the dilation of the points $a$ and $b$ determines the dilation of the current solution $\text{Sol}$, i.e., $\Delta_{\text{Sol}}(a, b) = \Delta(\text{Sol})$ (see Figure 2(a)), then $a$ and $b$ are joined by an edge. The edges intersected by $ab$ are deleted and the region delimited by these edges (see Figure 2(b)) is retriangulated in a greedy way. The edge whose points have the higher dilation is inserted at each step if it does not intersect with the edges previously added and if a complete triangulation is not achieved (see Figure 2(c)). Therefore the current solution is improved because its dilation has been reduced. Due to the behavior of this operator only a single neighbor is obtained.

![Figure 2: retriang(•) operator. In (a), $\Delta_{\text{Sol}}(a, b) = \Delta(\text{Sol})$ is shown in dashed style. In (b), the edge $ab$ is added and the dashed edges intersected by $ab$ are deleted. The grey region is retriangulated in a greedy way (c).](image)

**Iterated Local Search Algorithm (ILS-MDT)** First, a local search is applied to an initial random solution and yields a local optimum using the LS-MDT algorithm. At each iteration, a perturbation of $\text{Sol}$ is carried out and then, a local search is applied to the perturbed solution $\text{Sol}'$. This process iterates until the number of perturbations is less than 50 and the current solution is improved, always keeping the best solution found so far $\text{Sol}_{\text{best}}$. The $\text{perturb}(\text{Sol})$ procedure is performed by the perturbation operator where $n/5$ random local retriangulations over random selected points of $S$ are performed worsening the current solution, i.e., a point $b \in S$ is randomly chosen and all the points adjacent to $b$ form the grey region that has to be retriangulated. The edges belonging to the region are deleted and then this region is retriangulated in a random way. The edges of the region are inserted at random if they do not intersect with the edges previously added and if a complete triangulation is not achieved.

**Simulated Annealing Algorithm (SA-MDT)** From an initial solution, it executes a number of iterations where a neighbor of the current solution $\text{Sol}$ is generated in each one of them. The moves that improve the cost function are always accepted. Otherwise, the neighbor $\text{Sol}'$ is selected with a given probability that depends on the current temperature $T$. This probability is usually called acceptance function and it is evaluated according to $p(T, \text{Sol}, \text{Sol}') = e^{-\frac{\Delta(\text{Sol}') - \Delta(\text{Sol})}{kT}}$.
where $\delta = f(Sol') - f(Sol)$. $M(T_k)$ moves are performed for each temperature $T_k$. Finally, the value of $T_k$ is decreased at each algorithm iteration $k$. The algorithm continues this way until the termination condition is met.

We use two operators to obtain the neighborhood of a solution: 1) Local random retriangulation (RR) as used in the perturbation operator in ILS-MDT algorithm; 2) Local greedy retriangulation (GR) is similar to the RR described above, but the edges are inserted in a greedy way. A point $b \in S$ is randomly chosen and all the points adjacent to $b$ are recovered. Then the grey region that forms the adjacent points to $b$ is retriangulated using at each step the edges whose points have the higher dilation (if it does not intersect with those previously added). The scheduling of application for these operators is as follows. GR is performed $g$ times and RR is performed $r$ times. We considered $g \in \{4, 6, 8\}$ and $r = 2$ as will be described later in the next section.

Due to the complexity involved in tuning the parameters of metaheuristic techniques, we used Sequential Parameter Optimization (SPO) [2] for tuning the parameters required by SA. All SPO-tuning experiments for the SA-MDT algorithm were performed with the following settings: 50 sequence steps, 5 new design points in each step, up to 2 repeats per design point, and 7 initial design points. Random Forest was used as a fast surrogate model building tool. Latin hypercube sampling was chosen as the generator of design points. We obtained better results with $T_k$ moves at each temperature ($M(T_k) = T_k$), using local retriangulation interleaving with $g = 8$ and $r = 2$ and with a initial temperature equal the maximum length of the paths in the initial solution.

### Random Local Search Algorithm (RLS-MDT)

Initially, the proposed SA algorithm used the operator $\text{retriang}()$ to move in the solution space. We observed that such algorithm converged too early to suboptimal regions (the best solution was achieved during the first temperature value). Therefore we proposed another operator for the SA algorithm to avoid this condition of premature convergence. On the other hand, the results obtained with operator $\text{retriang}()$ were encouraging with the LS and ILS algorithms. Therefore, we propose a new algorithm; we called it Random Local Search algorithm, which starts with a random initial solution. $\text{maxEvals} = 2n$ evaluations are performed, accepting good and bad solutions. This mechanism allows to explore and exploit the search space, always keeping the best solution found so far $Sol_{best}$. We consider the operator $\text{retriang}()$ but the retriangulation of the region is calculated in a random manner because better results were obtained that way.

## 2 Experimental Evaluation and Statistical Analysis

We generated 20 problem instances, each one is called $n$-$i$, where $n = \{40, 80, 120, 160, 200\}$ is the size of the instance and $i$ is the number of the instance ($1 \leq i \leq 4$). The points are randomly generated, uniformly distributed and for each point $(x, y)$, the coordinates $x, y \in [0, 1000]$. For stochastic algorithms 25 runs were carried out with different initial seeds and different initial triangulations for each run.

Table 1 shows the best values obtained with the proposed algorithms: G-MDT, L-S-MDT, ILS-MDT, SA-MDT, and RLS-MDT. The lowest dilations are bolded. Xia proved that the dilation of the Delaunay triangulation of a set of points in the plane is less than 1.998 [12]. All the results obtained by the algorithms are less than 1.998 and the Delaunay triangulation never obtains better results for the instances considered (see the “DT” column). We compared our results with those obtained with the algorithm proposed in [8]. We called it OV-MDT because it computes the Obstacle Value of the edges for approximating the minimum dilation triangulation. We used the Java-applet available at the Geometry Lab site at the University of Bonn (www.geometrylab.de) to obtain the results. For some instances the applet did not produce a result giving an error and halting the execution of the algorithm. It should be noted that the applet yielded results after several days of execution (see the “OV-MDT” column). The G-MDT algorithm obtained solutions of poor quality even for the smallest instances. The RLS-MDT algorithm obtained the lowest (best) dilations for all problem instances (except for one instance of 120 points). We observed that the OV-MDT algorithm did not obtain better results than RLS-MDT. Although in some instances equal best values were obtained by some algorithms, the RLS-MDT algorithm showed to be less complex and faster than the other algorithms.

As all samples had a non-Normal distribution (Kolmogorov-Smirnov test) we used non-parametric statistical tests to evaluate the confidence on the statistical results provided by the algorithms. In order to carry out a comparison which involved results from more than two algorithms Kruskal Wallis test was used for multiple comparisons with independent samples [4]. We used the post-hoc Tukey test to find which algorithms’ results are significantly different from one another. These tests are well-known and they are usually included in standard statistics packages (such as Matlab, R, etc.). After applying the Kruskal Wallis test, we observed that there was always a significant difference between the algorithms ($1.0 \times 16 < p$-value $\leq 0.0015$) being this difference much larger when considering sets with more points. The ILS-MDT and RLS-MDT algorithms had similar per-
performance for the whole set of instances because there were no significant differences between these two algorithms (using the Tukey test).

3 Conclusions

In this work four metaheuristic techniques were implemented to find high quality triangulations of minimum dilation. The set of instances generated and used in the experimental evaluation are available at the research project site (www.difino.unsl.edu.ar/bld/GeometriaComp/).

After performing the experimental evaluation and statistical analysis, we assessed the applicability of the LS, ILS, SA, and RLS algorithms for the MDT problem. The RLS-MDT and ILS-MDT algorithms had similar competitive performances with respect to the other algorithms in the problem instances considered. These algorithms achieved a dilation reduction between 0.4% and 9.2% with respect to the greedy strategy (GT-MDT). Although both algorithms behave similarly, the RLS-MDT algorithm required less evaluations than ILS-MDT. It should be noted that the existing algorithm (OV-MDT) yielded no results for four of the instances considered as either it returned an error or halted. The RLS-MDT algorithm outperformed the OV-MDT algorithm in 50% of the instances considered and obtained the same results in the other instances.
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Abstract

Based on some recent modelling considerations in location theory we call for study of three CG constructs of Voronoi type that seem not to have been studied much before.

Introduction

There is a strong interrelation and mutual ensemina-
tion between (continuous) location theory and com-
putational geometry. The first generates interest into distance optimization problems with geometrical interpreta-
tions, the second builds geometrical algo-
rithms for efficient solution to the first’s problems.

In this talk I will shortly present some recent work stemming from location theory calling for study of three novel (?) computational geometry constructs.

1 Mixed norm shortest paths

The fact that the distance measure may be different from one region to another, contrary to the usual as-
sumption that distance is measured by a single norm, has been acknowledged in only a few location stud-
ies. Parlar [14] considers the plane divided by a linear boundary with at one side $\ell_2$ and at the other side $\ell_1$. Brimberg et al [2] consider a bounded region with a different norm inside and outside, focusing in particu-
lar on an axis-parallel rectangular city with $\ell_1$ inside and $\ell_2$ outside.

Brimberg et al. [1] and Zaferanieh et al. [19] con-
sider location in a space with two distinct $\ell_p$ norms in complementary halfplanes. The way to calculate the distance in such a space was studied more in detail by Franco et al [7].

Fathali and Zaferanieh [5] extend this work to in-
clude more general block norms. Fliege [6] consid-
ers differentiably changing metrics similar to Riemann spaces.

Unfortunately part of this work is wrong. All au-
thors consider only two possibilities when calculating distances: when the two points lie in the same halfplane simply use the corresponding distance, and oth-
erwise in two steps via the best possible point on the separating line. Although this is true in some partic-
ular cases, e.g. the axis-parallel rectangular city case evoked before (but without inflation factors), Parlar already observed that in general when calculating dis-
tance in this naive way distance to a fixed point is not continuous everywhere. Worse: triangle inequal-
ity may be violated. This clearly shows that such distance calculation cannot be correct, but none of the authors try to resolve this discrepancy.

What should rather be done is to consider shortest path distance in the space, similar to what is done in the so-called weighted (euclidean) region problem well known in CG since the original paper of Mitchell and Papadimitriou [10] (which depicts a clear counterexample to the naive distance above): the length of the shortest possible piecewise linear path using the adequate measure (speed in that paper) in each piece.

For two halfspaces with arbitrary distinct norms or gauges we studied more in detail the optimality condi-
tions when crossing the boundary, generalizing Snell’s law in optics. This has nice geometric interpreta-
tion and leads to a geometrical view on deriving such dis-
tances [16].

What turns out to be crucial is the comparison be-
tween the two norms along (the direction of) the sep-
arating line. As long as these are equal things remain relatively simple and the naive assumption about dis-
tances is correct. However, when they differ things change. One region is then ‘slower’ than the other (as measured along the boundary line). And in such a case some paths connecting two points within the slowest region will consist of three pieces. They ‘hitch a ride’ along the quicker boundary.

Thereby continuity of the distance is again guaran-
teed, but now convexity is partially lost, as illustrated by the balls in the figure below. At right of the vertical separation line we have the slower region in gray with distance measure $4\ell_1$, at left the faster region with norm $\ell_2$. The figure shows balls of increasing mixed-
norm radius centered at the dot. For very small radius we have the diamond-shaped $\ell_1$ ball. As soon as the radius allows to reach the boundary a part of circular shape arises at left due to two piece shortest paths, which spills over with a linearly moving front at the right corresponding to three piece paths. The white line shows the set of meeting points where one-piece
and three-piece paths yield equal distance.

It should be noted that Brimberg et al [2] correctly prove convexity of the distance from a fixed point to all points of the other region, but do not acknowledge that this convexity (quite crucial for their subsequent optimization approaches) does not extend to the whole plane if the fixed point lies in the slower region.

The linearly separated two-norm situation is of course only the first step. For adequate description of some reality one will have to consider a plane split into cells each with their own norm or gauge (for asymmetry). How to efficiently calculate shortest path distances in such a context seems to be largely open, apart from some work on approximations, see Cheng et al. [3]. Correctly attacking location problems in such mixed norm spaces is another matter all together. A first step will probably be to look at Voronoi diagrams in such environments. Clearly a lot of opportunities for CG.

Interesting applications may be found in firefighting using models to simulate the quite different ways fires spread in various circumstances, taking into account vegetation like (ir)regularly spaced plantations of varying types, influence of terrain inclination, and weather conditions, such as winds and humidity, and so forth.

2 Knapsack Voronoi diagrams

Let \( S \) be a finite set of sources \( s \in \mathbb{R}^2 \) with capacities \( c_s > 0 \). Consider the location of a central point \( x \) in the plane that should be connected to sufficiently many of the sources to be able to supply given demand \( D \). The supply-weighted sum of distances should be minimized, possibly together with some additional costs \( f(x) \):

\[
\begin{align*}
\min \quad & \sum_{s \in S} w_s d(s, x) + f(x) \\
\sum_{s \in S} w_s & \geq D \\
0 \leq w_s & \leq c_s \\
x & \in \mathbb{R}^2
\end{align*}
\]

This is a continuous single facility location-allocation problem that I have been studying under several variants for \( f(x) \), most of the time consisting of fixed weighted distances to demand point(s) [9, 17, 18, 15].

For any fixed location \( x \) finding the best allocation \( W = (w_s)_{s \in S} \) for the supplies is a continuous knapsack problem, easily solved by taking sources \( s \in S \) at their full capacity \( w_s = c_s \) in non-increasing order of distance \( d(s, x) \), until the demand \( D \) is met. Only the last chosen source may contribute below its capacity, and all further sources will not contribute at all \( (w_s = 0) \). There are only a finite number of allocations \( W \) of such type possible.

For any fixed allocation \( W \) finding the corresponding best site \( x \) amounts to solve a single facility minsum location problem (Fermat-Weber problem) which may be easily done by various methods of convex optimization. And this \( x \) should then yield \( W \) as optimal allocation.

It is therefore of interest to know the regions with fixed allocation.

The planar subdivision corresponding to different solutions to this knapsack problem is what I call a Knapsack Voronoi diagram. In case all capacities are equal \( c \), we obtain a traditional \( k \)-th order Voronoi diagram with \( k = \lceil D/c \rceil \), with additional splits of some cells as soon as demand is not a multiple of capacity. When capacities differ the order \( k \) is not fixed and we have new types of diagrams. In particular vertices of the diagram may have from 3 up to 6 edges. The following examples show how vertices with 5 or 6 edges may arise. Demand is always \( D = 8 \), but in the first case \( c_a = 10, c_b = 6, c_c = 5 \), while in the second \( c_a = 4, c_b = 6, c_c = 5 \).
As long as the coefficients of the distances \( d(s, x) \) in (1) are simply equal to \( w_s \) the edges of the corresponding Knapsack Voronoi diagram remain linear segments. But in some models such as the location of an assembly station [18] additional factors appear and then we need diagrams similar to multiplicatively weighted Voronoi diagrams, where cells have circular arcs as boundaries and may be disconnected.

This shows the interest of studying the properties and efficient ways to calculate such diagrams, clearly a task for CG.

More general constructs, such as multi-facility versions of previous location models may be considered where the allocation problem for fixed location(s) of the central facility(ies) to be located consists of a linear program with coefficients either fixed or depending only on the distances between sources and facility site(s). Such an LP can generically have only a finite number of optimal solutions, each corresponding to certain linear inequalities between the distances, so corresponding to (often empty) cells of a Voronoi-like diagram. I do not know of any study of such structures.

3 Push-pull Voronoi diagrams for points and polygons

Push-pull location problems try to find good sites within a given region for facilities that at the same time are far (pushed away) from some repelling points \( r \in R \) and close (pulled) to some other attracting points \( a \in A \).

For euclidean distances Ohsawa [11] fully constructs the set of efficient points for this bi-objective maximiniminmax problem. He shows that any such efficient point must lie on the boundary of cells obtained by intersecting the farthest-point Voronoi diagram w.r.t. \( R \) with the closest-point Voronoi diagram w.r.t. \( A \) within the given region. These line-segments may then be projected into two-dimensional value-space where an efficient CG boundary seeking technique finishes the job.

This work has been extended later first to rectangular distance \( \ell_1 \) in [13], then to partial coverage problems in [12].

A few years ago together with José Gordillo and Emilio Carrizosa I studied [8] another similar push-pull location problem where the set \( R \) consists of extensive facilities described as polygonal regions. But instead of looking at the bi-objective problem that has a continuum of efficient solutions, we were looking for one particular solution that ‘best’ separates (if possible) \( R \) from \( A \). Separation was measured in a support vector machine way (see e.g. [4]) by maximizing the difference \( r_R^2 - r_A^2 \) where \( r_R \) is the (euclidean) distance to the closest \( r \in R \) and \( r_A \) the farthest distance to some \( a \in A \). In the feasible case where \( A \) may be separated by a circle from all regions in \( R \), i.e. when this objective may be positive, this means geometrically that we seek the largest area annulus enclosing all points of \( A \) and not meeting \( R \). In the non feasible case the objective will always be negative and we look for the smallest area annulus that contains or overlaps all \( A \) and such that its ‘hole’ does not meet \( R \). These two cases are illustrated below; the annulus is coloured as light gray.

For a site \( x \) we call ‘active’ any \( r \) closest to \( x \) (the actual closest point(s) of this \( r \) is also called active) and any \( a \) farthest from \( x \). We showed that generically three cases may arise at an optimal solution:
Three taps with CG sauce

(1) there are $4$ active elements with at least one of each type, or there are $3$ active elements with one $a$ and two $r$ (in the nonconvex case possible twice the same $r$ with different active points) either (2) with colinear active points, or (3) one active $r$ active at a vertex. Enumeration of all realizations of such cases leads to an $O(n^3)$ algorithm.

However, these conditions are directly related to the farthest point Voronoi diagram $V_A$ w.r.t. $A$ and the closest point Voronoi diagram $V_R$ w.r.t. the polygons $R$. It is well known that edges of $V_A$ are parts of bisectors between two polygons, and these consist of successive linear and parabolic pieces depending on whether the active points of both polygons are of the same type (a vertex or on an edge) or not. The points where these pieces touch are called breakpoints.

Now Case (1) may be realized in three ways: either as a vertex of $V_A$ or as a vertex of $V_R$ or as the point of intersection between an edge of $V_A$ and an edge of $V_R$. Case (3) corresponds to a breakpoint of some edge of $V_R$ and case (2) happens at a finite number of points easily constructed from $V_R$.

Therefore using the CG approach should lead to much lower complexity. But this CG approach to the problems remains to be done.

It should be noted that in an optimal solution to a multifacility version of this push-pull problem all sites will satisfy the same conditions, so the same set of candidate sites arises, but now several of such sites will have to be combined.
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Abstract

Given an arrangement \( A \) of \( n \) sensors and two points \( s \) and \( t \) in the plane, the barrier resilience of \( A \) with respect to \( s \) and \( t \) is the minimum number of sensors whose removal permits a path from \( s \) to \( t \) such that the path does not intersect the coverage region of any sensor in \( A \). When the surveillance domain is the entire plane and sensor coverage regions are unit line segments, even with restricted orientations, the problem of determining the barrier resilience is known to be NP-hard \([11, 12]\). On the other hand, if sensor coverage regions are arbitrary lines, the problem has a trivial linear time solution. In this paper, we give an \( O(n^2m) \) time algorithm for computing the barrier resilience when each sensor coverage region is an arbitrary ray, where \( m \) is the number of sensor intersections.

1 Introduction

Barrier coverage is an important coverage concept that arises in the analysis of wireless sensor networks \([3]\). Other notions of coverage try to quantify the effectiveness of a collection of sensors in detecting the presence of objects in a particular surveillance region. Barrier coverage, motivated by applications such as border control, measures the effectiveness of detecting the movement of objects between, but not necessarily within, critical regions. Given a sensor network, specified as an arrangement \( A \) of sensors with associated coverage regions in the plane, and two points \( s \) and \( t \), we say that the sensor network provides barrier coverage if it guarantees that any object moving from point \( s \) to point \( t \) must be detected by at least one sensor.

If sensor regions are connected then determining barrier coverage amounts to asking if \( s \) and \( t \) belong to the same face of the arrangement, which is straightforward to check provided the sensor region boundaries are sufficiently simple. In order to measure robustness of barrier coverage, Kumar et al. \([10]\) introduced \( k \)-barrier coverage that guarantees that any path from a point \( s \) to a point \( t \) must intersect at least \( k \) distinct sensor regions. They showed that for unit disk sensors (i.e., sensors whose coverage regions are unit disks) distributed in a strip separating \( s \) and \( t \), \( k \)-barrier coverage can be determined efficiently by reduction to a maximum flow problem in the intersection graph of the disks.

Bereg and Kirkpatrick \([2]\) introduced and studied the associated optimization problem, which they called barrier resilience. This specifies the minimum number of sensors whose removal permits a path from point \( s \) to point \( t \) such that the path does not penetrate any of the remaining sensor coverage regions. Bereg and Kirkpatrick showed that there is a 3-approximation (or, under mild restrictions concerning the separation of \( s \) and \( t \), a 2-approximation) algorithm for computing the barrier resilience of unit disk sensors. When the sensor coverage regions are arbitrary line segments, Alt et al. \([1]\) proved that the problem of determining barrier resilience is NP-hard and APX-hard. In fact, even if all sensor coverage regions are unit line segments in one of at most two orientations, the barrier resilience problem remains NP-hard \([11, 12]\). The reader is referred to the papers \([3, 5, 8]\) for more information on barrier coverage and related problems.

It is straightforward to see that if sensor coverage regions are arbitrary lines, the barrier resilience problem has a linear time solution, since the resilience of a given arrangement of lines is just the number of lines that separate \( s \) and \( t \).
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In this paper, we address the case where sensor coverage regions are half-lines (or rays). We describe an $O(n^2 m)$ time algorithm for computing the resilience of an arbitrary arrangement of $n$ rays with $m$ intersections. (Due to space constraints, proofs are omitted; full proofs will appear in an expanded version of the paper.)

2 Ray barriers and barrier graphs

Let $V$ be a set of $n$ rays, specified by an endpoint and a direction, in the plane. Suppose that we are given a sensor network consisting of $n$ sensors, where the coverage regions of sensors correspond to the rays in $V$, and two points $s$ and $t$ which are not intersected by any of the rays in $V$. We consider the problem of finding a subset $U$ of rays in $V$ with the minimum cardinality such that there is a path from $s$ to $t$ which does not intersect any rays in $V \setminus U$. The cardinality of $U$ is referred to as the resilience of the sensor configuration $(s, t, V)$, and $U$ is a resilience set of $(s, t, V)$.\(^1\)

We say that a set $V' \subseteq V$ forms a barrier for $(s, t, V)$ if any path from $s$ to $t$ intersects at least one of the rays in $V'$. Thus a set $U \subseteq V$ is a resilience subset of $(s, t, V)$ if and only if $U$ is a smallest subset of $V$ with the property that $V \setminus U$ does not form a barrier. Our algorithm for computing a resilience set uses a reformulation of the problem as a graph problem. This reformulation is based on the observation that if a set of rays forms a barrier it must contain a subset consisting of two rays that forms a barrier; we refer to such a subset as a 2-barrier.

In order to substantiate this observation, we introduce some helpful notation. For two points $a$ and $b$ in the plane, we use $ab$ to denote the line segment with endpoints $a$ and $b$, and use $a$ to denote a ray with endpoint $a$.

For the remainder of this paper, suppose, without loss of generality, that the line containing $st$ is horizontal. (Accordingly, we will say “above (resp., below) $st$” as an abbreviation for “above (resp., below) the horizontal line supporting $st$.”) For any ray $\bar{a} \in V$, we assign a unique color as follows: (i) if $\bar{a}$ intersects $st$ and goes down we assign it the color red (drawn as a solid ray in figures); (ii) if $\bar{a}$ intersects $st$ and goes up we assign it the color blue (drawn as a dashed ray in figures); and (iii) if $\bar{a}$ does not intersect $st$ we assign it the color black (drawn as a dotted ray in figures).

We first observe that certain pairs of intersecting rays are guaranteed to form a 2-barrier (see Figure 1).

**Proposition 1** Let $(s, t, \bar{V})$ be a sensor configuration. A pair of intersecting rays $\{\bar{a}, \bar{b}\} \in \bar{V}$ forms a 2-barrier if (i) one is red and the other is blue, (ii) one is red and the other is black and they intersect above $st$, or (iii) one is blue and the other is black and they intersect below $st$.

**Lemma 2** Let $(s, t, \bar{V})$ be a sensor configuration and $V' \subseteq \bar{V}$. The set $V'$ forms a barrier for $(s, t, \bar{V})$ if and only if there are two rays $\bar{a}, \bar{b} \in V'$ such that $\{\bar{a}, \bar{b}\}$ forms a 2-barrier of one of the types described in Proposition 1.

Lemma 2 motivates the reformulation of the resilience problem as a graph problem (see Lemma 3 below.) We say that a graph $G = (V, E)$ is a barrier graph of $(s, t, \bar{V})$, denoted by $G(V)$, if $V$ is the set of all endpoints in $\bar{V}$, and $\{a, b\} \in E$ iff the corresponding pair of rays $\{\bar{a}, \bar{b}\}$ forms a 2-barrier (see Figure 2). It follows immediately from Lemma 2 that barrier graphs are tripartite.

Figure 1: (a): a red-blue 2-barrier; (b): a red-black 2-barrier; (c): a blue-black 2-barrier

Figure 2: (a): a sensor configuration $(s, t, \bar{V})$; (b): its associated barrier graph.

Note that a configuration $(s, t, \bar{V})$ does not necessarily have a unique resilience set.
Lemma 3 For any sensor configuration \((s, t, \overrightarrow{V})\), a vertex set \(V_c\) is a minimum size vertex cover of \(G(\overrightarrow{V})\) if and only if the corresponding set of rays \(\overrightarrow{V}_c\) is a resilience set of \((s, t, \overrightarrow{V})\).

From Lemma 3, it is clear that we can find a resilience set efficiently if there is an efficient algorithm to compute a minimum size vertex cover of the graph \(G(\overrightarrow{V})\). Unfortunately, the vertex cover problem on general tripartite graphs is NP-complete (there is a straightforward reduction from the vertex cover problem for cubic planar graphs, which is known to be NP-complete [6]). In fact, Clementi et al. [4] have shown that the minimum size vertex cover for tripartite graphs is not even approximable to within a factor of \(34/33\), unless \(P=NP\).

Thus, we are motivated to look for additional structure in instances of the tripartite vertex cover problems that arise from barrier graphs. In some settings, for example if all rays are parallel to one of two different lines, the graph \(G(\overrightarrow{V})\) is easily seen to be bipartite. It is well-known, by König’s theorem [9], that, for bipartite graphs, constructing a minimum size vertex cover is equivalent to constructing a maximum size matching. Thus, we can use the Hopcroft-Karp algorithm [7] to find a minimum size vertex cover in such instances in \(O(m\sqrt{n})\) time, where \(m\) is the number of edges in \(G(\overrightarrow{V})\).

To exploit the structure inherent in less restricted instances, we first introduce some additional notation (see Figure 3). We denote by \(\ell_{sv}\) the line passing through points \(s\) and \(v\). Similarly \(\ell_{tw}\) denotes the line passing through points \(t\) and \(w\). A generic line through \(s\) (respectively, \(t\)) is denoted \(\ell_{s+}\) (respectively, \(\ell_{s-}\)). Similarly, a distinguished line through \(s\) (respectively, \(t\)) will be denoted \(\ell_{s+}\) (respectively, \(\ell_{s-}\)). With any line \(\ell_{s+}\) (respectively, \(\ell_{s-}\)) we associate the half-space, denoted \(T_{s+}\) (respectively, \(T_{s-}\)) consisting of all points to the left of \(\ell_{s+}\), or above \(\ell_{s-}\) in case \(\ell_{s-}\) is horizontal (respectively, all points to the right of \(\ell_{s-}\), or above \(\ell_{s+}\) in case \(\ell_{s+}\) is horizontal).

Armed with this notation, we can capture two additional properties of barrier graphs that can be exploited in the efficient construction of optimal vertex covers:

Lemma 4 Let \(G(\overrightarrow{V})\) be a barrier graph and suppose that \(V_c\) is any vertex cover of \(G(\overrightarrow{V})\). Then there must exist lines \(\ell_{s+}\) and \(\ell_{t+}\) through \(s\) and \(t\) respectively, such that \(V_c\) contains all of the red and blue vertices that lie in \(T_{s+} \cup T_{t+}\).

![Figure 3: Lines (and associated half-spaces) through \(s\) and \(t\).](image)

Lemma 5 Let \(\ell_{s-}\) and \(\ell_{t-}\) be arbitrary lines through \(s\) and \(t\) respectively, and let \(\overrightarrow{RB}\) denote the set of red and blue vertices that lie in \(T_{s-} \cup T_{t-}\). Then the subgraph of the barrier graph \(G(\overrightarrow{V})\) that is induced by the vertices in \(V \setminus \overrightarrow{RB}\), is bipartite.

3 Algorithm

In this section, we present an algorithm for computing resilience sets. Its correctness follows immediately from Lemma 3.

Algorithm 1: RESILIENCE.

Input: Sensor configuration \((s, t, \overrightarrow{V})\).

Output: A resilience set for \((s, t, \overrightarrow{V})\).

1. build the vertex-coloured barrier graph \(G(\overrightarrow{V})\) (described in Section 2)
2. return MIN-VERTEX-COVER\((G(\overrightarrow{V}))\)

As we have already noted, a minimum size vertex cover of a bipartite graph can be found in polynomial time [7]. So the basic idea of our algorithm is to exploit this by forming a sequence of subsets \(U_1, U_2, \ldots \) of \(V\) such that (i) for all \(i\), \(G(V \setminus U_i)\), the subgraph of \(G(\overrightarrow{V})\) induced on the vertex set \(V \setminus U_i\), is bipartite, and (ii) for some \(i\), the minimum size vertex cover of \(G(V \setminus U_i)\), together with the vertices in \(U_i\), forms a minimum size vertex cover of \(G(\overrightarrow{V})\).

We know, by Lemma 4, that for any minimum size vertex cover \(V_c\) of \(G(\overrightarrow{V})\) there must exist lines \(\ell_{s+}\) and \(\ell_{t+}\), through \(s\) and \(t\) respectively, such that \(V_c\) contains all of the vertices in \(\overrightarrow{RB}\), the set of red and blue vertices that lie in \(T_{s+} \cup T_{t+}\). Furthermore, the vertices of \(V \setminus \overrightarrow{RB}\) must be a minimum size vertex cover of \(G(V \setminus \overrightarrow{RB})\); otherwise
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$V_c$ would not have minimum size. So our algorithm simply tries all possibilities for $\ell_{v^r}$ and $\ell_{v^b}$, determines the associated set $RB$, finds a minimum size vertex cover of $G(V \backslash RB)$ (which, by Lemma 5, is bipartite), and chooses, among all of these possibilities, one that minimizes the size of this vertex cover together with the set $RB$.

Algorithm 2: MIN-VERTEX-COVER of a barrier graph.

**Input:** A barrier graph $G(V)$.

**Output:** A minimum vertex cover of $G(V)$.

1. $RB \leftarrow \{\text{red vertices in } V\}$
2. $VC_{temp} \leftarrow$ BIPARTITE-VERTEX-COVER($G(V \backslash RB)$)
3. $VC_{best} \leftarrow VC_{temp} \cup RB$
4. for every red vertex $v$ do
   5. for every red vertex $w$ do
      6. $RB \leftarrow \{\text{red and blue vertices in } \ell_{v^r} \cup \ell_{tw}\}$
      7. $VC_{temp} \leftarrow$ BIPARTITE-VERTEX-COVER($G(V \backslash RB)$)
      8. if $|VC_{temp}| + |RB| < |VC_{best}|$ then
         9. $VC_{best} \leftarrow VC_{temp} \cup RB$
5. return $VC_{best}$

As we have already noted, the correctness of Algorithm RESILIENCE follows immediately from Lemma 3. We now turn our attention to the correctness of our VERTEX COVER algorithm for barrier graphs.

**Theorem 6** The output of Algorithm 2 is a minimum size vertex cover of $G(V)$.

It will be clear from the description of Algorithm 2 that the problem of constructing a minimum size vertex cover of a barrier graph with $n$ vertices and $m$ edges can be reduced to $O(n^2)$ minimum size vertex cover subproblems on induced subgraphs, each of which, by Lemma 5, is bipartite. As previously noted, König’s theorem [9] states that, for bipartite graphs, constructing a minimum size vertex cover is equivalent to constructing a maximum size matching. Thus, we can use the Hopcroft-Karp algorithm to find a minimum size vertex cover in each subproblem in $O(m \sqrt{n})$ time [7], or $O(n^2 m \sqrt{n})$ time in total. We note, however, that it is possible to implement Algorithm 2 to run in $O(n^2 m)$ time, by ordering the successive subproblems in a way that they do not require independent solution; we leave the details to an expanded version of this paper.
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Abstract

Let $G$ be a graph embedded in an orientable surface $\Sigma$, possibly with edge weights, and denote by $\text{len}(\gamma)$ the length (the number of edges or the sum of the edge weights) of a cycle $\gamma$ in $G$. The stretch of a graph embedded on a surface is the minimum of $\text{len}(\alpha) \cdot \text{len}(\beta)$ over all pairs of cycles $\alpha$ and $\beta$ that cross exactly once. We provide an algorithm to compute the stretch of an embedded graph in time $O(g^4n \log n)$ with high probability, or in time $O(g^4n \log^2 n)$ in the worst case, where $g$ is the genus of the surface $\Sigma$ and $n$ is the number of vertices in $G$.

Introduction

Consider a graph $G$ embedded on an orientable surface $\Sigma$ of genus $g$. What can be said about the crossing number of $G$ in the plane? Is it computable in polynomial time? If it is not, can we obtain a reasonable approximation in polynomial time? Unfortunately, Cabello and Mohar \cite{CabelloMohar} show that the crossing number of such graphs is not computable in polynomial time, even when the surface is the torus. Djidjev and Vrt'o \cite{DjidjevVrot} show that the crossing number of $G$ is upper bounded by $O(g^2n)$, where $n$ is the number of vertices in $G$ and $\Delta$ is the maximum degree of $G$. This is an improvement over the previous bound of $O(C^\Delta n)$, for some constant $C$, by Böröczky, Pach and Tóth \cite{BoroczkyPachToth}. Under some mild assumptions about the density of the embedding of $G$, Hliněný and Chimani \cite{HlinenyChimani} give a $(3 \cdot 2^{3g+2}\Delta^2)$-approximation algorithm for the crossing number of $G$. This last work is the main motivation for our research.

Hliněný and Chimani \cite{HlinenyChimani} define the stretch of an embedded graph $G$ as

$$\text{str}(G) = \min_{\alpha,\beta} \{\text{len}(\alpha) \cdot \text{len}(\beta)\},$$

where $\alpha, \beta$ ranges over all pairs of cycles in $G$ that cross exactly once. Here, $\text{len}(\alpha)$ denotes the number of edges in $\alpha$ and a cycle is a closed walk in a graph without repeated vertices. A precise definition of what “crossing exactly once” means is given in Section 1.2. The stretch plays a fundamental role in their analysis of the algorithm. The concept of stretch can be generalized to the case of positive edge-weighted graphs in a natural way: take $\text{len}(\alpha)$ to be the sum of the edge-weights along the cycle $\alpha$. Henceforth we will assume this more general definition of stretch.

It is worth noting that, if two cycles $\alpha$ and $\beta$ are crossing once, then they must be both (surface-)non-separating. That is, cutting the surface along $\alpha$ or $\beta$ does not disconnect the surface. This is so because any cycle crosses a (surface-)separating cycle an even number of times. Thus, when computing the stretch, we can restrict our attention to pairs $(\alpha, \beta)$ of non-separating cycles.

In this paper we provide an algorithm to compute the stretch of an embedded graph in time $O(g^4n \log n)$ with high probability, or in time $O(g^4n \log^2 n)$ in the worst case, where $g$ is the genus of the surface $\Sigma$ and $n$ is the number of vertices in $G$.

Overview of the approach. Let us provide an informal overview of the main ideas. We show the following recursive property of the stretch: it is defined either by the shortest non-separating cycle $\alpha^*$ and one other cycle crossing $\alpha^*$ exactly once, or by the stretch of surface obtained by cutting along $\alpha^*$ and pasting disks. We do not prove this claim directly, but using a detour through another concept: odd-stretch.

The definition of odd-stretch resembles the definition of stretch, but we allow closed walks $\alpha$ and $\beta$, instead of just cycles, and allow an odd number of crossings, instead of exactly one crossing. It turns out that the stretch and odd-stretch of a graph is the same. However, working with the odd-stretch is easier because we only need to take care of the parity of crossings and, when constructing new closed walks,
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via exchange arguments, we do not need to take care to construct cycles. Finally, we prove the aforementioned recursive property for the odd-stretch factor.

The eventual algorithm, given in Figure 1 is very simple. However, there is a fine point we have to take care of to obtain a polynomial-time algorithm. Repeatedly cutting along shortest non-separating cycles and pasting disks may give rise to an exponential growth in the size of the graphs: at each cut we make copies of the vertices along the cycle and thus the number of vertices may nearly double at each iteration. However, if at some iteration we get a shortest non-separating cycle with more vertices than the original graph, we can finish the recursive search. In this way we avoid the potentially exponential growth in the size of the graphs.

1 Odd-stretch

In this section we introduce the concept of odd-stretch, which is a generalization of stretch. We first discuss crossings for curves in general position and then crossings for closed walks in a graph. Finally, we define the odd-stretch, discuss some of its properties and, eventually, show that the odd-stretch is the same as the stretch.

1.1 Crossings of curves in general position

Two curves $C$ and $C'$ on a surface $\Sigma$ are in general position if they have a finite number of intersections and, at each intersection, they cross transversally. For two curves $C = C(t)$ and $C' = C'(t)$ in general position, the set of crossings is

$$X(C, C') = \{ x \in \Sigma \mid \exists t, t' \text{ s.t. } x = C(t) = C'(t') \}.$$  

Two curves $C$ and $C'$ in general position cross $k$ times if and only if $k = |X(C, C')|$. We will use the following (intuitive) fact: the number of crossings between two closed curves, modulo 2, is invariant under small perturbations of any of the two closed curves.

1.2 Crossings of closed walks

Two closed walks $\alpha$ and $\beta$ in $G$ cross $k$ times if and only if: there are arbitrarily small perturbations of $\alpha$ and $\beta$ to general position that cross $k$ times, and any small enough perturbation of $\alpha$ and $\beta$ has at least $k$ intersecting points. Moreover, we can always assume that the crossings of the perturbations occur in a neighborhood of the vertices. We denote by $cr(\alpha, \beta)$ the number of crossings between $\alpha$ and $\beta$.

For any closed walk $\alpha$, the set of closed walks in $G$ that cross $\alpha$ an odd number of times satisfies the so-called 3-path condition. The next lemma states this in an equivalent way for easier use later on. This property was already noted in [5].

**Lemma 1** Let $\alpha$ be a closed walk and let $\gamma$ be a closed walk crossing $\alpha$ an odd number of times. Let $x$ and $y$ be two vertices on $\gamma$ and let $\pi$ be some walk from $x$ to $y$. Let $\gamma'$ be the closed walk defined by concatenating $\gamma[y \to x]$ and $\pi$. Let $\gamma''$ be the closed walk defined by concatenating $\gamma[x \to y]$ and the reverse of $\pi$. Then either $\gamma'$ or $\gamma''$ cross $\alpha$ an odd number of times.

1.3 Odd-stretch of an embedded graph

The odd-stretch of an embedded graph $G$ is

$$\text{oddstr}(G) = \min_{\alpha, \beta \in G} \{ \text{len}(\alpha) \cdot \text{len}(\beta) \},$$

where $\alpha, \beta$ ranges over all pairs of closed walks in $G$ that cross an odd number of times. We next remark the two main differences with the previous stretch: $\alpha$ and $\beta$ iterate over closed walks, instead of cycles, and the curves can cross an odd number of times, instead of exactly once. A priori, the stretch and the odd-stretch of an embedded graph are different. A posteriori we can see that they are the same; this was already noted in [5].

**Lemma 2** The odd-stretch of $G$ and the stretch of $G$ are the same.

2 Algorithm for computing the stretch factor

We will use the following two properties:

**Lemma 3** [2] Let $G$ be a graph with $m$ vertices embedded in a surface of genus $g$.

- We can compute a shortest non-separating cycle in time $O(g^2m \log m)$ with high probability, or in time $O(g^2m \log^2 m)$ in the worst case.

- For any given non-separating cycle $\alpha$, we can compute a shortest cycle of $G$ that crosses $\alpha$ exactly once in time $O(gm \log m)$ with high probability, or in time $O(gm \log^2 m)$ in the worst case.

**Lemma 4** Let $\alpha$ be a shortest non-separating cycle in $G$. For any two vertices $x$ and $y$ on $\alpha$, $\alpha$ contains a shortest path from $x$ to $y$ or from $y$ and $x$.

The algorithm for computing the stretch of an embedded graph is given in Figure 1. We first discuss its time complexity and then its correctness.

**Lemma 5** Algorithm ComputeStretch has time complexity $O(g^4n \log n)$ with high probability, or $O(g^4n \log^2 n)$ in the worst case, where $n$ is the number of vertices in $G$.  
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Algorithm **ComputeStretch**

**Input:** graph $G$ embedded in surface $\Sigma$

**Output:** stretch of $G$

1. $i \leftarrow 1$;
2. $(G_1, \Sigma_1) \leftarrow (G, \Sigma)$;
3. $\text{str} \leftarrow \infty$;
4. **while** $\Sigma_i$ not the sphere and $|V(G_i)| \leq g \cdot |V(G)|$ **do**
   5. $\alpha_i \leftarrow$ shortest non-separating cycle in $G_i$;
   6. $\beta_i \leftarrow$ shortest cycle crossing $\alpha_i$ exactly once;
   7. $\text{str} \leftarrow \min\{\text{str}, \text{len}(\alpha_i) \cdot \text{len}(\beta_i)\}$;
   8. $(G_{i+1}, \Sigma_{i+1}) \leftarrow \text{cut} (G_i, \Sigma_i)$ along $\alpha_i$ and attach disks to the boundaries;
   9. $i \leftarrow i + 1$;
10. **return** $\text{str}$

**Proof.** Because of Lemma 3, in each iteration of the while loop we need $O(g^2n_i \log n_i)$ time whp, or $O(g^2n_i \log^2 n_i)$ in the worst case, where $n_i$ is the number of vertices in $G_i$ and $g_i$ is the genus of $\Sigma_i$. Since $n_i = O(gn)$ because of the condition for iterating the while loop and $g_i \leq g$, each iteration of the while loop takes $O(g^2gn \log(gn)) = O(g^3n \log n)$ time whp, or $O(g^2n \log^2 n)$ time in the worst case. There are at most $g$ iterations of the while loop. \(\square\)

**Lemma 6** Let $\alpha$ be a shortest non-separating cycle and let $\beta$ be a shortest cycle crossing $\alpha$ exactly once. Let $G'$ be the embedded graph obtained from $G$ by cutting along $\alpha$ and attaching a disk to the boundaries. The stretch of $G$ is the minimum between $\text{len}(\alpha) \cdot \text{len}(\beta)$ and the stretch of $G'$.

**Proof.** Let $\Sigma$ be the surface where $G$ is embedded and let $\Sigma'$ be the surface where $G'$ is embedded. Since any two closed curves of $G'$ that cross an odd number of times in $\Sigma'$ also cross an odd number of times in $\Sigma$, it is clear that

$$\text{str}(G) \leq \min\{\text{str}(G'), \text{len}(\alpha) \cdot \text{len}(\beta)\}.$$ 

Thus, we have to argue the other inequality. If $(\alpha, \beta)$ define the stretch of $G$, then the other inequality is obvious.

Let us consider next the case where $(\alpha, \beta)$ do not define the stretch of $G$; it holds that $\text{str}(G) < \text{len}(\alpha) \cdot \text{len}(\beta)$. Let $(\gamma^*, \sigma^*)$ be the pair of cycles that define the stretch of $G$. If there are several such pairs, we choose one such that $\text{cr}(\gamma^*, \alpha) + \text{cr}(\sigma^*, \alpha)$ is minimum. We distinguish 3 cases depending on the values of $\text{cr}(\gamma^*, \alpha)$ and $\text{cr}(\sigma^*, \alpha)$:

**Case cr** $(\gamma^*, \alpha) = \text{cr}(\sigma^*, \alpha) = 0$. In this case, $\gamma^*$ and $\sigma^*$ keep crossing once in $\Sigma'$, and thus $\text{str}(G) = \text{str}(G')$.

**Case cr** $(\gamma^*, \alpha) = 1$ or $\text{cr}(\sigma^*, \alpha) = 1$. This case cannot actually happen. Let us assume that $\text{cr}(\gamma^*, \alpha) = 1$; the other case is symmetric. Since $\gamma^*$ crosses $\alpha$ once and $\beta$ is a shortest cycle crossing $\alpha$ once, we have $\text{len}(\beta) \leq \text{len}(\gamma^*)$. Using that $\alpha$ is a shortest non-separating cycle we have

$$\text{str}(G) = \text{len}(\gamma^*) \cdot \text{len}(\sigma^*) \geq \text{len}(\beta) \cdot \text{len}(\alpha).$$

This implies that $(\alpha, \beta)$ actually define the stretch of $G$.

**Case cr** $(\gamma^*, \alpha) \geq 2$ or $\text{cr}(\sigma^*, \alpha) \geq 2$. This case cannot actually happen. Let us assume that $\text{cr}(\gamma^*, \alpha) \geq 2$; the other case is symmetric. Let $x$ and $y$ be two crossings of $\gamma^*$ and $\alpha$ that are consecutive along $\alpha$. Because of Lemma 4, $\alpha$ contains a shortest path between $x$ and $y$. Let $\pi$ denote this shortest path. We can use $\pi$ and $\gamma^*$ to construct two cycles $\gamma''$ and $\gamma'''$ that are shorter and cross $\alpha$ fewer times than $\gamma^*$. Because of Lemma 1, some $\gamma, \gamma'' \in \{\gamma^*, \gamma''\}$ crosses $\sigma^*$ an odd number of times. The pair $(\gamma, \sigma^*)$ contradicts the choice of $(\gamma^*, \sigma^*)$.

This finishes all cases. (Note that the second and third cases are not mutually exclusive.) \(\square\)

Lemma 6 shows correctness of the algorithm if the condition $|V(G_i)| \leq g \cdot |V(G)|$ is true for each $i = 1, \ldots, g$. We next argue why we can finish the search if at some iteration $|V(G_i)| > g \cdot |V(G)|$.

**Lemma 7** If, for some $i$, $\alpha_i$ has more than $|V(G)|$ vertices, then for any $\ell \geq i$

$$\text{str}(G) = \min\{\text{len}(\alpha_j) \cdot \text{len}(\beta_j) \mid j = 1, \ldots, \ell - 1\}.$$ 

**Proof.** Assume, for the sake of this proof, that in the algorithm ComputeStretch we drop testing the condition $|V(G_i)| \leq g \cdot |V(G)|$. The algorithm then makes exactly $g$ iterations and computes cycles $\alpha_j, \beta_j$ for each $j = 1, \ldots, g$. Because of Lemma 6 it holds

$$\text{str}(G) = \min\{\text{len}(\alpha_j) \cdot \text{len}(\beta_j) \mid j = 1, \ldots, g\}.$$
Assume that, at some iteration, the shortest nonseparating cycle $\alpha_i$ in $G_i$, has more than $|V(G)|$ vertices. For each $k < i$, the cycle $\alpha_k$ corresponds to a closed walk $W_k$ in the graph $G_k$. Moreover, the walk $W_k$ does not cross the cycle $\alpha_k$, for each $k < i$. Since $\alpha_i$ has more than $|V(G)|$ vertices, $W_1$ repeats some vertex of $G_1 = G$. This means that $W_1$ is not a cycle.

Let $k$ be the maximum index, $1 \leq k < i$ such that $W_k$ is not a cycle in $G_k$; thus $W_{k+1}$ is a cycle in $G_{k+1}$. Since $W_1$ is not a cycle and $W_i$ is a cycle, the index $k$ is well defined. See Figure 2, left and center. Let $v$ be a vertex of $G_k$ that is repeated in $W_k$. Cutting $G_k$ through $\alpha_k$ produces two copies $\alpha'_k$ and $\alpha''_k$ of $\alpha_k$. Let $v'$ and $v''$ be the corresponding copies of $v$. We can form a closed walk $W'_k$ in $G_k$ by taking the subwalk of $W_k$ from the first appearance of $v$ until the second. This closed walk $W'_k$ crosses $\alpha_k$ once. Therefore $\text{len}(\beta_k) \leq \text{len}(W'_k) < \text{len}(W_k) = \text{len}(\alpha_i) \leq \text{len}(\alpha_j)$ for each $j \geq i$. We conclude that, for each $j \geq i$,

$$\text{len}(\alpha_j) \cdot \text{len}(\beta_j) > \text{len}(\beta_k) \cdot \text{len}(\alpha_j) \geq \text{len}(\beta_k) \cdot \text{len}(\alpha_k).$$

Since $k < i \leq \ell$ we conclude that

$$\text{str}(G) = \min\{\text{len}(\alpha_j) \cdot \text{len}(\beta_j) \mid j = 1, \ldots, g\}$$

$$= \min\{\text{len}(\alpha_j) \cdot \text{len}(\beta_j) \mid j = 1, \ldots, \ell - 1\}.$$ 

\[\Box\]

**Theorem 8** Let $G$ be a graph with $n$ vertices embedded in surface of genus $g$. We can compute the stretch of $G$ in time $O(g^4 n \log n)$ with high probability, or in time $O(g^4 n \log^2 n)$ in the worst case.

**Proof.** The time bound follows from Lemma 5. For the correctness, note that the while loop has the following invariant: at the start of iteration $i$, the variable $\text{str}$ stores the value

$$\min(\{\text{len}(\alpha_j) \cdot \text{len}(\beta_j) \mid j = 1, \ldots, i - 1\} \cup \{\infty\}).$$

If $|V(G_i)| \leq g \cdot |V(G)|$ for each iteration, then the algorithm finishes with $i = g + 1$, the surface $\Sigma_{g+1}$ is a sphere, and correctness follows from Lemma 6. If at some iteration $\ell$ we have $|V(G_\ell)| > g \cdot |V(G)|$, then there was some index $i < \ell$ such that the cycle $\alpha_i$ had more than $|V(G)|$ vertices. Correctness then follows from Lemma 7. \[\Box\]

**Acknowledgments.** We are grateful to Daniel Štefankovič for some early discussions.
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Abstract

A triangulation of a surface is irreducible if there is no edge whose contraction produces another triangulation of the surface. In this work we present an algorithm that constructs the set of irreducible triangulations of any surface with precisely one boundary component.

Introduction and terminology

We restrict our attention to the following objects:

- \( S = S_g \) or \( N_k \) is the closed orientable surface \( S_g \) of genus \( g \) or closed nonorientable surface of nonorientable genus \( k \). In particular, \( S_0 \) and \( S_1 \) are the sphere and torus, \( N_1 \) and \( N_2 \) are the projective plane and the Klein bottle (respectively).
- \( S - D \) is \( S \) minus an open disk \( D \) (the hole).

This compact surface is called the \textit{once-punctured} surface. We assume that the boundary \( \partial S \) of \( S \), which is equal to \( \partial D \), is homeomorphic to a circle.

We use the notation \( \Sigma \) whenever we assume the general case - that is, \( \Sigma \in \{ S, S - D \} \).

If a (finite, undirected, simple) graph \( G \) is 2-cell embedded in \( \Sigma \), the components of \( \Sigma - G \) are called \textit{faces}. A triangulation of \( \Sigma \) with graph \( G \) is a 2-cell embedding \( T : G \to \Sigma \) in which each face is bounded by a 3-cycle (that is, a cycle of length 3) of \( G \) and any two faces are either disjoint, share a single vertex, or share a single edge. We denote by \( V = V(T) \), \( E = E(T) \), and \( F = F(T) \) the sets of the vertices, the edges, and the faces of \( T \), respectively. Equivalently, the triangulation \( T \) of a surface can be defined as a hypergraph of rank 3 or a 3-graph, with the vertex set \( V(T) \) and the collection \( F(T) \) of triplets of \( V(T) \) (called 3-edges, or triangles, of \( T \)) (see [4]).

By \( G(T) \) we denote the graph \( (V(T), E(T)) \) of triangulation \( T \). Two triangulations \( T_1 \) and \( T_2 \) are called \textit{isomorphic}, denoted \( T_1 \cong T_2 \), if there is a bijection \( \alpha : V(T_1) \to V(T_2) \) such that \( w\alpha(w) \in F(T_2) \) if and only if \( \alpha(w)\alpha(v)\alpha(w) \in F(T_2) \). Throughout this paper we distinguish triangulations only up to isomorphism.

In the case \( \Sigma = S - D \) let \( \partial T \), which is equal to \( \partial D \), denote the boundary cycle of \( T \). The vertices and edges of \( \partial T \) are called \textit{boundary vertices} and \textit{boundary edges} of \( T \), respectively.

A triangulation of a punctured surface is \textit{irreducible} (term which is more accurately defined in Section 1) if no edge can be shrunk without producing multiple edges or changing the topological type of the surface. The irreducible triangulations of \( \Sigma \) form a basis for the family of all triangulations of \( \Sigma \), in the sense that any triangulation of \( \Sigma \) can be obtained from a member of the basis by applying the \textit{splitting} operation (introduced in Section 1) a finite number of times. To have such a basis in hand can be very useful in practical application of triangulation generating; the papers [6] and [19] are worth mentioning.

It is known that for every surface \( \Sigma \) the basis of irreducible triangulations is finite (the case of closed surfaces is proved in [2], [13], [12], and [7] and the case of surfaces with boundary is proved in [3]). At present such bases are known only for seven closed surfaces and two once-punctured surfaces: the sphere ([14]), projective plane ([1]), torus ([8]), Klein bottle ([9] and [15]), \( S_2, N_3 \), and \( N_4 \) ([16, 17]), the disk and Möbius band ([5]).

In this paper we present an algorithm which is designed as an application of some recent advances on the study of irreducible triangulations of once-punctured surface collected in [5]. Specifically, Lemmas 1-3 (in Section 1) are the main supporting theoretical results for the mentioned algorithm. As a particular example, all the non-isomorphic combinatorial types (293 in number) of triangulations of the once-punctured torus are determined.

1 Previous results

Let \( T \) be a triangulation of \( \Sigma \). An unordered pair of distinct adjacent edges \( vu \) and \( uv \) of \( T \) is called
a corner of \( T \) at vertex \( v \), denoted by \( \langle u,v,w \rangle \). The splitting of a corner \( \langle u,v,w \rangle \), denoted by \( sp(u,v,w) \), is the operation which consists of cutting \( T \) open along the edges \( vu \) and \( vw \) and then closing the resulting two new triangular faces, \( v'v'u \) and \( v'v'w \), where \( v' \) and \( v'' \) denote the two images of \( v \) appearing as a result of cutting. Under this operation, vertex \( v \) is extended to the edge \( v'v'' \) and the two faces having this edge in common are inserted into the triangulation; therefore the order increases by one and the number of edges increases by three.

If a corner \( \langle u,v,w \rangle \) is composed of two edges \( vu \) and \( vw \) neighboring around vertex \( v \), \( sp(u,v,w) \) is equivalent to the stellar subdivision of the face \( uwv \).

Especially in the case \( \{\Sigma = S - D, uv \in E(T), v \in V(T)\} \), the operation \( sp(u,v) \) of splitting a truncated corner \( \langle u,v \rangle \) produces a single triangular face \( uvv' \), where \( v'v'' \in E(\partial sp(u,v)(T)) \).

Under the inverse operation, \( sh\langle u,v \rangle \langle v'v'' \rangle \cdot (this \ edge \ collapses \ to \ a \ single \ vertex \ v, \ the \ faces \ v'v''u \ and \ v'v''w \ collapse \ to \ the \ edges \ vu \ and \ vw, \ respectively. Therefore \( sp(u,v,w) \circ sh\langle u,v \rangle \langle v'v'' \rangle (T) = T \). It should be noticed that in the case \( \{\Sigma = S - D, v'v'' \in E(\partial T)\} \), there is only one face incident with \( v'v'' \), and only that single face collapses to an edge under \( sh\langle u,v \rangle \langle v'v'' \rangle \).

Clearly, the operation of splitting doesn’t change the topological type of \( \Sigma \) if \( \Sigma \in \{S, S - D\} \). We demand that the shrinking operation must preserve the topological type of \( \Sigma \) as well; moreover, multiple edges must not be created in a triangulation. A 3-cycle of \( T \) is called nonfacial if it doesn’t bound a face of \( T \). In the case in which an edge \( e \in E(T) \) occurs in some nonfacial 3-cycle, if we still insist on shrinking \( e \), multiple edges would be produced, which would expel \( sh\langle u,v \rangle \langle v'v'' \rangle (T) \) from the class of triangulations. An edge \( e \) is called shrinkable or a cable if \( sh\langle u,v \rangle \langle v'v'' \rangle (T) \) is still a triangulation of \( \Sigma \); otherwise the edge is called unshrinkable or a rod.

The subgraph of \( G(T) \) made up of all cables is called the cable-subgraph of \( G(T) \).

The impediments to edge shrinkability in a triangulation of a punctured surface \( S - D \) are identified in \([2, 3, 1, 8]\); an edge \( e \in E(T) \) is a rod if and only if \( e \) satisfies one of the following conditions:

1. \( e \) is in a nonfacial 3-cycle of \( G(T) \). In particular, \( e \) is a boundary edge in the case in which the boundary cycle is a 3-cycle.
2. \( e \) is a chord of \( D \) -that is, the end vertices of \( e \) are in \( V(\partial D) \) but \( e \notin E(\partial D) \).

From now on, we assume that \( S \neq S_0 \) and make an agreement that by “non-facial 3-cycle” we mean a non-null-homotopic 3-cycle whenever we refer to conditions (1) and (2). Therefore, an edge \( e \) is a rod provided \( e \) occurs in some non-null-homotopic 3-cycle, and \( e \) is a cable otherwise. Especially, the boundary edges of stellar subdivided faces are now regarded as cables unless they occur in some non-null-homotopic 3-cycles. The convenience of this agreement is that once a rod turns into a cable in the course of any splitting sequence, it always remains a cable under forthcoming splittings.

A triangulation is said to be irreducible if it is free of cables or equivalently, each edge is a rod. For instance, a single triangle is the only irreducible triangulation of the disk \( S_0 - D \).

Let \( T \) be an irreducible triangulation of a punctured surface \( S - D \) where \( S \neq S_0 \). Let us close the hole in \( T \) by restoring the disk \( D \) add a vertex, \( p \), in \( D \), and join \( p \) to the vertices in \( \partial D \). We thus obtain a triangulation, \( T^* \), of the closed surface \( S \). In this setting we call \( D \) the patch, call \( p \) the central vertex of the patch, and say that \( T \) is obtained from the corresponding triangulation \( T^* \) of \( S \) by the patch removal.

Notice that \( T^* \) may be an irreducible triangulation of \( S \) but not necessarily. Using the assumption that \( T \) is irreducible and the fact that each cable of \( T^* \) fails to satisfy condition (1) (in the strong non-null-homotopic sense), it can be easily seen that in the case \( T^* \) is not irreducible, all cables of \( T^* \) have to be entirely in \( D \cup \partial D \) and, moreover, there is no cable which is entirely in \( \partial D \) whenever the length of the boundary cycle \( \partial D \) is greater than or equal to 4. In particular, we observe that each chord of \( D \) (if any) is a rod in \( T \) because it meets condition (2), and is also a rod in \( T \) because it meets condition (1). We now come to a lemma which is to be stated shortly after some necessary definitions.

A vertex of a triangulation \( R \) of \( S \) is called a pylonic vertex if that vertex is incident with all cables of \( R \). A triangulation which has at least one cable and at least one pylonic vertex is called a pylonic triangulation.

A triangulation may have a unique cable and therefore two pylonic vertices. However, if the number of cables in a pylonic triangulation \( R \) is at least 2, \( R \) has exactly one pylonic vertex.

**Lemma 1** Suppose an irreducible triangulation \( T \) of a punctured surface \( S - D \) \((S \neq S_0)\) is obtained from the corresponding triangulation \( T^* \) of \( S \) by the patch removal. If \( T^* \) has at least two cables, then either the central vertex \( p \) of the patch is the only pylonic vertex of \( T^* \), or else the length of \( \partial D \) is equal to 3.

Let \( \Xi_n = \Xi_n(S) \) denote the set of triangulations of a fixed closed surface \( S \) that can be obtained from an irreducible triangulation of \( S \) by a sequence of exactly \( n \) repeated splittings.

In the following result, by the “removal of a vertex \( v \)” we mean the removal of \( v \) together with the interiors of the edges and faces incident with \( v \) and by the “removal of a face” we mean the removal of the interior of that face.
Lemma 2 Each irreducible triangulation $T$ of $S - D$ ($S \neq S_0$) can be obtained either

(i) by removing a vertex from a triangulation in $\Xi_0 = \Xi_0(S)$, or

(ii) by removing a pylonic vertex from a triangulation in $\Xi_1 \cup \Xi_2 \cup \cdots \cup \Xi_K$, where the constant $K$ is provided by [3] (whenever a pylonic triangulation occurs), or

(iii) by removing either of the two faces containing a cable in their boundary 3-cycles provided that cable is unique in a triangulation in $\Xi_1$ (whenever such a situation occurs), or

(iv) by removing the face containing two, or three, cables collectively form the whole cable-subgraph in a triangulation in $\Xi_1 \cup \Xi_2$ (if such a situation occurs).

Lemma 3 If a triangulation of $S$ has at least two cables but has no pylonic vertex, then no pylonic vertex can be created further splitting of the triangulation.

2 Sketch of the algorithm

In this section triangulations are considered to be hypergraphs of rank 3 or 3-graphs. Let $T$ be a 3-graph with $V = V(T)$ and $F = F(T)$ the sets of the vertices and the triangles of $T$. This 3-graph can be uniquely represented as a bipartite graph $B_T = (V(B_T), E(B_T))$ in the following way: $V(B_T) = V(T) \cup F(T)$, $uv \in E(B_T)$ if and only if the vertex $u$ lies in the triangle $v$ in $T$.

The algorithm input is the set $\mathcal{I}$ of irreducible triangulations of a closed surface $S \neq S_0$. The output of the algorithm is the set of all non-isomorphic combinatorial types of irreducible triangulations of the once-punctured surface $S - D$.

The first step is the generation of the set $\Xi_1 \cup \Xi_2$ from the set $\mathcal{I}$. Next, every 3-graph $T \in \Xi_1 \cup \Xi_2$ is represented by their corresponding bipartite graph $B_T$. This has been implemented with the computational package Mathematica ([18]).

The second step consists of discarding all duplicate bipartite graphs and then, all duplicate triangulations in $\Xi_1 \cup \Xi_2$ will be discarded. That is, the obtention of all non-isomorphic triangulations, denoted $\Xi_1 \cup \Xi_2$ respectively, which is implemented with the computing packages Nauty and gtools, [10], [11]).

Next, all pylonic vertices in $\Xi_1 \cup \Xi_2$ are detected and operations (i)-(iv) described in Lemma 2 are applied to obtain irreducible triangulations (using Mathematica).

If $\Xi_2$ has no pylonic triangulation, immediately proceed to the final step: Discard all duplicate triangulations by using Nauty and gtools. Otherwise generate $\Xi_3$ and apply the preceding steps to $\Xi_3$. Repeat this procedure to process $\Xi_4, \Xi_5, \ldots$ until no pylonic triangulation is left in the current $\Xi_n$; then the process terminates and a required output is produced.

The validity of this procedure is justified by Lemmas 1 - 3 along with the results of [3]. In particular, the finiteness of the procedure is deduced from the upper bound [3] on the number of vertices in an irreducible triangulation of $S - D$. In particular, that upper bound implies (along with Lemma 3) that $\Xi_n$ does not have a pylonic triangulation for any $n \geq K + 1$, where $K = 945$ for $S_1$ and $K = 376$ for $N_1$. In reality $K$ is much less than these values. By computer verification (and also by hand) we have checked that in fact $K = 1$ for $S_1$, and $K = 2$ for $N_1$.

Let us now mention two examples.

Firstly, this algorithm has been implemented for the set of two irreducible triangulations of $N_1$ ([11]). The algorithm gives a set of 6 irreducible triangulations of the Möbius band, $N_1 - D$, which is precisely the same as that obtained by some of the authors of this work in [5], although by using no computational package.

Secondly, we introduce the details of the torus case, $S_1$.

Example: the once-punctured torus

Input: The set of 21 irreducible triangulations of $S_1$ (as they are labelled in [8]).

- $\Xi_1(S_1)$ has 433 non-isomorphic triangulations: 232 of them have no pylonic vertex, 193 have an only pylonic vertex and 8 have two pylonic vertices.
- $\Xi_2(S_1)$ has 11612 non-isomorphic triangulations, none of them is a pylonic triangulation.

Operations described in Lemma 2 provide:

(i) 184 triangulations; only 80 of them are non-isomorphic.
(ii) 209 triangulations; only 203 of them are non-isomorphic.
(iii) 16 triangulations, 10 of them are non-isomorphic.
(iv) 0 triangulations.

Output: 293 non-isomorphic combinatorial types of irreducible triangulations of the once-punctured torus $S_1 - D$.

3 Final conclusion

It is clear that this algorithm can be implemented for any closed surface whenever its basis of irreducible
An algorithm that constructs irreducible triangulations of once-punctured surfaces is known. In a future contribution we hope to present the set of irreducible triangulations of the once-punctured Klein bottle, $N_2 - D$.
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Abstract

Although the exact counting and enumeration of polyominoes remain challenging open problems, several positive results were achieved for special classes of polyominoes. We give an algorithm for direct enumeration of permutominoes \[ \text{[12]} \] by size, or, equivalently, for the enumeration of grid orthogonal polygons \[ \text{[19]} \]. We show how the construction technique allows us to derive a simple characterization of the class of convex permutominoes, which has been extensively investigated recently \[ \text{[4]} \]. The approach extends to some of its subclasses, namely to the row convex and the directed convex permutominoes.

Introduction

The generation of geometric objects has applications to the experimental evaluation and testing of geometric algorithms. No polynomial time algorithm is known for generating polygons uniformly on a given set of vertices. Some generators employ heuristics \[ \text{[1, 6]} \] or restrict to certain classes of polygons, e.g., monotone, convex or star-shaped polygons \[ \text{[18, 20]} \].

Numerous related problems have also been extensively investigated, as the exact counting or enumeration of polyominoes \[ \text{[9]} \]. These remain challenging open problems in computational geometry and enumerative combinatorics. A *polyomino* is an edge-connected set of unit squares on a regular square lattice (grid). Polyominoes are defined up to translations. In this paper, we give an algorithm for the enumeration of *permutominoes* by size, or, equivalently, for the enumeration of *grid orthogonal polygons* (see Fig. 1). Polyominoes are usually enumerated by area (i.e., number of cells). The direct enumeration of polyominoes is a computational problem of exponential complexity. An overview of the main developments concerning direct and indirect approaches is given in \[ \text{[3]} \]. Jensen’s transfer-matrix algorithm \[ \text{[13]} \] – an indirect method – is currently the most powerful algorithm for counting fixed polyominoes. Exact counts are known for polyominoes that have up to 56 cells \[ \text{[3, 14]} \]. As far as we can see, Jensen’s algorithm cannot be easily adapted for counting permutominoes.

Figure 1: Permutominoes of size 1, 2, and 3 (i.e., with 4, 6, and 8 vertices) and their horizontal partitions.

1 Background

A polygon is called orthogonal if its edges meet at right angles. If \( r \) is the number of reflex vertices of an \( n \)-vertex orthogonal polygon, then \( n = 2r + 4 \) (e.g. \[ \text{[16]} \]). Grid orthogonal polygons (*grid ogons*) were introduced in \[ \text{[19]} \] as a relevant class for generation. A *grid ogon* is an orthogonal polygon without collinear edges, embedded in a regular square grid, and having exactly one edge in each line of its minimal bounding square. They were addressed more recently under the name of *permutominoes* \[ \text{[4, 8, 12]} \], because they correspond to polyominoes that are determined by a suitable pair of permutations having the same size. All polyominoes we will consider are simply-connected and, similarly, all polygons are simple and without holes. A permutomino that is given by permutations of \( \{1, 2, \ldots, r+2\} \), for \( r \geq 0 \), is said to have size \( r + 1 \). The size is the width of its minimal bounding square. The topological border of a permutomino of size \( r + 1 \) is a grid ogon with \( r \) reflex vertices, and so, it has \( n = 2r + 4 \) vertices in total.

In this paper, we give an algorithm for the enumeration of all permutominoes by size, based on the INFLATE-PASTE\footnote{Demos at http://www.dcc.fc.up.pt/~apt/gempoly} technique introduced in \[ \text{[19]} \]. Every

\footnote{Email: apt@dcc.fc.up.pt. Research partially supported by the European Regional Development Fund through the programme COMPETE and by the Portuguese Government through the FCT – Fundação para a Ciência e Tecnologia under the project PEst-C/MAT/UI0144/2011, and project JEDI (PTDC/EIA/66924/2006).}
grid \(n\)-gon \(P\) results from a unit square by applying \texttt{Inflate-Paste} \(r\) times, where \(r = (n - 4)/2\) is the number of reflex vertices of \(P\). \texttt{Inflate-Paste} glues a new rectangle to a grid \(n\)-gon to obtain a new one with 1 more reflex vertex. The rectangle is glued by \texttt{Paste} to an horizontal edge incident to a convex vertex, say \(v\), must be contained in a region that we called the free neighbourhood of \(v\) (Fig. 2), and is fixed to \(v\). This region, denoted by \(FSN(v)\), consists of the external points that are rectangularly visible from \(v\) and belong to the quadrant with origin \(v\) that contains the horizontal edge incident to \(v\) (two points \(a\) and \(b\) are rectangularly visible if the axis-aligned rectangle that has \(a\) and \(b\) as opposite corners does not intersect the interior of the polygon). The \texttt{Inflate} operation keeps the grid regular: the grid lines are shifted, if needed, to insert two new horizontal and vertical lines for the new edges (Fig. 3).

![Figure 2: Infla te-Paste: (a) gluing a rectangle to \(v\) (b) \(FSN(v)\) is the shaded region (c) the rectangle is defined by \(v\) and the center of a cell of \(FSN(v)\).](image)

Figure 2: Infla te-Paste: (a) gluing a rectangle to \(v\) (b) \(FSN(v)\) is the shaded region (c) the rectangle is defined by \(v\) and the center of a cell of \(FSN(v)\).

In [19], \(FSN(v)\) was called the free staircase neighborhood of \(v\). Actually, \(FSN(v)\) is a Ferrers diagram, with origin at \(v\), and hence it can be given by a sequence of integers, each integer representing the number of cells that form each row of the diagram. Any cell in \(FSN(v)\) could be used for growing the polygon using \(v\). Therefore, for the example given in Fig. 2, we could produce \(9 + 7 + 6 + 4 + 4 + 3 + 2 = 35\) distinct grid \(n\)-gons using the selected vertex.

In this section we propose a direct enumeration procedure for grid \(n\)-gons (i.e., \textit{permutohames}) using \texttt{Inflate-Paste}. It is based on the existence of a unique depth-first generating tree for each \(n\)-gon, once we fix the order for visiting the horizontal partition. One possibility is to define it as the order induced by a clockwise walk around the polygon, starting at its southwest vertex, as in Fig. 4. The bottom line (i.e., the horizontal line that contains the SW-vertex) is never moved upwards, but polygons can move freely along it. Fig. 1 shows how permutohames can be generated by our method. The vertices marked with a cross would be no longer available for expansion.

![Figure 4: The unique generating tree for the represented grid \(n\)-gon. Vertices 1, 2, 3 and 4 in the polygon are the ones that could still be expanded in our enumeration method, and should be visited in this order.](image)

Figure 4: The unique generating tree for the represented grid \(n\)-gon. Vertices 1, 2, 3 and 4 in the polygon are the ones that could still be expanded in our enumeration method, and should be visited in this order.

2 Direct Enumeration

ECO was introduced in [2] as a construction paradigm for the enumeration of combinatorial objects of a given class, by performing local transformations that increase a certain parameter (the size) of the objects.

void \texttt{PermutominoEnum}(\(P, S, G, n_0, r\))

\begin{itemize}
  \item if \(r = 0\) then return \texttt{fi}
  \item \texttt{MakeEmpty}(\texttt{TrS})
  \item while not \texttt{isEmpty}(\texttt{S}) do
    \begin{itemize}
      \item \texttt{v := Pop(S)} \(\triangleright\) \(v\) is \((v_2, v_3)\)
      \item \texttt{eq = horizontal edge of \(P\) that contains \(v\)}
      \item if \texttt{IsConvex}(\(v, P, G\)) then
        \begin{itemize}
          \item for \(C\) in \texttt{FreeNeighbourhood}(\(v, P, G\)) do
            \begin{itemize}
              \item \texttt{w := Pop(S)} \(\triangleright\) \(w\) is \((w_2, w_3)\)
              \item if \texttt{IsEmpty}(\(w, P, G\)) then
                \texttt{Push}(\(w, P, G\), \texttt{TrS})
              \item else \texttt{Push}(\(w, P, G\), \texttt{TrS})
            \end{itemize}
        \end{itemize}
      \item \texttt{Push}(\(v, P, G\), \texttt{TrS})
    \end{itemize}
  \end{itemize}
\end{itemize}

Here, \(P\) is the initial polygon, \(G\) a representation of the grid lines, \(S\) a stack that contains the convex vertices of \(P\) that are available for expansion, \(n_0\) the number of vertices of \(P\) and \(r\) the maximum number of reflex vertices of the polygons. \texttt{PermutominoEnum} enumerates recursively all descendants.
of $P$ that have up to $n_0 + 2r$ vertices. If initially $P := \{(1, 1), (1, 2), (2, 2), (1, 2)\}$ (w.r.t. the standard 2D cartesian coordinate system and given in CCW-order), $S := \{(1, 2), (2, 2)\}$, and $n_0 = 4$, then the algorithm will enumerate and count all grid polygons that have up to $2r + 4$ vertices.

In contrast to other existing methods for the enumeration of polyominoes, PermutominoEnum, for permutominoes, does not need to keep an exponential number of state configurations in order to count them correctly. Each permutomino is generated exactly once and, hence, there is no need to check for repetitions. Nevertheless, the running time of the algorithm is dominated by the number of permutominoes generated (and thus it is exponential).

An algorithm for enumerating the convex permutominoes by size was published recently [10]. Its running cost is proportional to the number of permutominoes generated. It is quite easy to design a specialized version of our algorithm for enumerating convex permutominoes with identical complexity. Actually, as we will see, for convex permutominoes the free neighbourhoods are linear (rectangles of width 1) and only the two topmost convex vertices can be active.

3 Convex Permutominoes

Although the exact counting and enumeration of polyominoes remain challenging open problems, several positive results were achieved for special classes of polyominoes [5, 7, 15], namely for the class of convex polyominoes and some of its subfamilies (e.g., directed-convex polyominoes, parallelogram polyominoes, stack polyominoes, and Ferrers diagrams). The larger class of row-convex (resp. column-convex) polyominoes was considered also [11]. A polyomino is said to be row-convex (resp. column-convex) if all its rows (resp. columns) are connected, i.e., the associated orthogonal polygon is $y$-monotone ($x$-monotone). A polyomino is said to be convex if it is both row-convex and column-convex. These classes, which satisfy convexity and/or directness conditions, have been studied using different approaches and are fairly well characterized, for some parameters, e.g., area and perimeter [5]. The corresponding classes of permutominoes have been addressed recently [4, 8].

The analysis of the transformations performed by Inflate-Paste during the application of PermutominoEnum allow us to derive simple characterizations and exact countings for such classes of permutominoes. Fig. 5 shows all $n$-vertex convex permutominoes for $n = 4, 6, 8$, each one embedded on a grid. Only the two topmost convex vertices may be active for Inflate-Paste (so, L and R stand for left or right). Crossed vertices are inactive in the following transformation steps: "$a$" means that the vertex would be discarded in PermutominoEnum as well (due to uniqueness conditions) and "$c$" means that the resulting permutomino would not be convex. The sequence of $\{0, 1, 2\}^*$ displayed on the grid top row is the expansion key of the corresponding permutomino. Each element of the key gives the number of active convex vertices that see a certain grid cell (in Fig. 5, each counter is in its cell). Here, see means that the cell belongs to the free neighborhood of the vertex. For all the remaining empty cells, the counter is 0 and, thus, we omitted it. If we add up the elements of the expansion key of a given convex permutomino, we get the number of convex permutominoes that it yields immediately in PermutominoEnum. In this way, the expansion keys provide an exact encoding of the structural features that are relevant for counting convex permutominoes according to the number of vertices. Actually, it is the key as a whole that matters but not the particular cells associated to each counter. By analysing Inflate-Paste in the scope of PermutominoEnum, we may conclude that the expansion key of any convex permutomino with $r \geq 0$ reflex vertices must be of one of the following forms:

$$12^r + 1, \quad 12^j 0, \quad \text{for } 1 \leq j \leq r - 1,$$
$$02^j 1, \quad \text{for } 1 \leq j \leq r - 1 \text{ and }$$
$$02^j 0, \quad \text{for } 1 \leq j \leq r - 2.$$

Inflate-Paste operations acting on convex permutominoes can be seen as rewrite rules. Each rule rewrites the key of a convex permutomino with $r - 1$ reflex vertices to the key of one of the convex permutominoes derived from it, having one more reflex vertex, for $r \geq 1$. The rewrite rules are:

$$12^r 1 \rightarrow^{L,R} 12^r + 1$$
$$12^r 1 \rightarrow^L 12^j 0, \quad \text{for } 1 \leq j \leq r$$
$$12^r 1 \rightarrow^R 02^r 1, \quad \text{for } 1 \leq j \leq r$$
$$12^j 0 \rightarrow^{L,R} 12^j 0, \quad \text{for } 1 \leq j \leq j' \leq r - 1$$
$$12^j 0 \rightarrow^R 02^r 0, \quad \text{for } 1 \leq j \leq j' \leq r - 1$$

![Figure 5: Enumerating convex permutominoes by size.](image-url)
Proposition 1 Let \( A_{n,j,\alpha}^{(r)} \) be the number of convex permutominoes of the class \( \alpha \) with \( r \) reflex vertices, for \( \alpha, \beta \in \{0, 1\} \), \( 1 \leq j \leq r + 1 \) and \( r \geq 0 \). Then, 
\[
A_{n,j,\alpha}^{(r)} = A_{1,j,\alpha}^{(r)} , \quad \text{for all } r \text{ and } j \text{ (symmetry by reflection w.r.t. V-axis) and } A_{n,j,\alpha}^{(r)} \text{ is inductively defined as follows.}
\]
\[
A_{n,1,1}^{(0)} = 1 \\
A_{n,j,1}^{(r)} = 2 A_{n,j-1}^{(r)}, \quad \text{for } 1 \leq j \leq r + 1 \\
A_{n,j,0}^{(r)} = A_{n,j,1}^{(r)} + \sum_{j' = \max(1,j-1)}^{r} A_{n,j',0}^{(r-1)}, \quad \text{for } 1 \leq j \leq r \\
A_{n,j,0}^{(r)} = 2 \sum_{j' = j}^{r-1} A_{n,j',1}^{(r-1)} + 2 \sum_{j' = j}^{r-2} A_{n,j',0}^{(r-1)}, \quad \text{for } 1 \leq j \leq r - 1
\]

where \( L \) (left) and \( R \) (right) identify the topmost vertex selected. For rules with annotation “\( L, R \)”, both vertices can be selected, one at a time. Figs. 6–8 illustrate the idea underlying these rules.
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Abstract

In this paper we define a distance guarding concept on plane graphs and associate this concept with distance domination and distance vertex cover concepts on triangulation graphs. Furthermore, for any \(n\)-vertex maximal outerplanar graph, we provide tight upper bounds for \(g_2d(n)\) (2d-guarding number), \(\gamma_2d(n)\) (2d-domination number) and \(\beta_2d(n)\) (2d-vertex cover number).

Introduction

Domination, covering and guarding are widely studied subjects in graph theory. Given a graph \(G = (V, E)\) a dominating set is a subset of \(V\) such that every vertex not in \(D\) is adjacent to a vertex in \(D\). A subset of \(V\) is a vertex cover if each edge of the graph is incident to at least one vertex of the set. Thus, a dominating set guards the vertices of a graph while a vertex cover guards its edges. In plane graphs these concepts differ from the guarding set concept that guards the faces of the graph. Let \(G = (V, E)\) be a plane graph, a guarding set is a subset \(S\) of \(V\) such that every face has a vertex in \(S\). There are many papers and books about domination and its many variants in graphs, e.g. [4, 8, 9, 10]. Domination was extended to distance domination by Meir and Moon [11]; given a graph \(G\), a subset \(D\) of \(V\) is said to be a distance \(k\)-dominating set if for each vertex \(u \in V - D\), \(\text{dist}_G(u, v) \leq k\) for some \(v \in D\). The minimum cardinality of a distance \(k\)-dominating set is said to be the distance \(k\)-domination number of \(G\) and is denoted by \(\gamma_kd(G)\). In the case of distance domination, there are also some known results concerning bounds for \(\gamma_kd(G)\), e.g., [13, 14]. However, if graphs are restricted to triangulations, as far as we know, there are no known bounds for \(\gamma_kd(G)\). The distance domination was generalized to broadcast domination when the power of each vertex may vary [6]. Given a graph \(G = (V, E)\), a broadcast is a function \(f : V \rightarrow \mathbb{N}_0\). A broadcast is dominating if for every vertex \(v\), there is a vertex \(u\) such that \(f(u) > 0\) and \(d(u, v) \leq f(u)\). A dominating broadcast \(f\) is optimal if \(\sum_{v \in V} f(v)\) is minimum over all choices of broadcast dominating functions for \(G\). The broadcast domination problem consists in building this optimal function. Note that, if \(f(V) = \{0, k\}\), then the broadcast domination problem is the distance \(k\)-dominating problem. If a broadcast \(f\) provides coverage to the edges of \(G\) instead of covering its vertices, we have a generalization of the vertex cover concept [2]. A broadcast \(f\) is covering if for every edge \((x, y) \in E\), there is a path \(P\) in \(G\) that includes the edge \((x, y)\) and one end of \(P\) must be a vertex \(u\), where \(f(u)\) is at least the length of \(P\). A covering broadcast \(f\) is optimal if \(\sum_{v \in V} f(v)\) is minimum over all choices of broadcast covering functions for \(G\).

Note that, if \(f(V) = \{0, 1\}\), then the broadcast cover problem coincides with the problem of finding a minimum vertex cover. Regarding the broadcast cover problem when all vertices have the same power (i.e., when \(f(V) = \{0, k\}\), for a fixed \(k \neq 1\)), as far as we know, there are no published results besides [3] where the authors propose a centralized and distributed approximation algorithm to solve it. Concerning the guarding concept there are also known bounds on the guarding number \(g(G)\). For example, \(g(G) \leq \left\lfloor \frac{n}{2} \right\rfloor\), for any \(n\)-vertex plane graph [3], and if \(G\) is a maximal outerplanar graph this bound is \(\left\lfloor \frac{n}{2} \right\rfloor\) [7]. Contrary to the notions of domination and vertex cover on plane graphs that were extended to include its distance versions, the guarding concept was not generalized to its distance version.

In this paper we generalize the guarding concept on plane graphs to its distance guarding version. We also formalize the broadcast cover problem when all vertices have the same power, which we call distance...
k-vertex cover. Since there are no combinatorial results for the concepts of domination, vertex cover and guarding on its distance versions on triangulation graphs (triangulations, for short), we also address this problem. In the next section we describe some of the terminology that will be used throughout this paper.

1 Preliminaries

Given a triangulation of a point set \( T = (V, E) \), we say that a bounded face \( T_i \) of \( T \) (i.e., a triangle) is kd-visible from a vertex \( p \in V \), if there is a vertex \( x \in T_i \) such that \( \text{dist}_T(x, p) \leq k - 1 \). The kd-visibility region of a vertex \( p \in V \) comprises the triangles of \( T \) that are kd-visible from \( p \) (see Fig. 1).

![Figure 1](https://via.placeholder.com/150)
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Figure 1: The kd-visible region of \( p \) for: (a) \( k = 1 \); (b) \( k = 2 \).

A kd-guarding set for \( T \) is a subset \( F \subseteq V \) such that every triangle of \( T \) is kd-visible from an element of \( F \). We designate the elements of \( F \) by kd-guards. The kd-guarding number \( g_{kd}(T) \) is the number of vertices in a smallest kd-guarding set for \( T \). Note that, to avoid confusion with multiple guarding [1] - where the typical notation is k-guarding - we will use kd-guarding, with an extra “d”. Given a set \( S \) and a positive integer \( n \), we define \( g_{kd}(S) = \max\{g_{kd}(T): T = (V, E) \text{ is triangulation with } V = S \} \) and \( g_{kd}(n) = \max\{g_{kd}(S): |S| = n \} \). A kd-vertex cover for \( T \), or distance k-vertex cover for \( T \), is a subset \( C \subseteq V \) such that for each edge \( e \in E \) there is a path of length at most \( k \), which contains \( e \) and a vertex of \( C \). The kd-vertex cover number \( \beta_{kd}(T) \) is the number of vertices in a smallest kd-vertex cover set for \( T \). Given a set \( S \) and a positive integer \( n \), we define \( \beta_{kd}(S) = \max\{\beta_{kd}(T): T = (V, E) \text{ is triangulation with } V = S \} \) and \( \beta_{kd}(n) = \max\{\beta_{kd}(S): |S| = n \} \). Finally, as already defined by other authors, a kd-dominating set for \( T \), or distance k-dominating set for \( T \), is a subset \( D \subseteq V \) such that each vertex \( u \in V - D \), \( \text{dist}_T(u, v) \leq k \) for some \( v \in D \). The kd-dominating number \( \gamma_{kd}(T) \) is the number of vertices in a smallest kd-dominating set for \( T \). Given a set \( S \) and a positive integer \( n \), we define \( \gamma_{kd}(S) = \max\{\gamma_{kd}(T): T = (V, E) \text{ is triangulation with } V = S \} \) and \( \gamma_{kd}(n) = \max\{\gamma_{kd}(S): |S| = n \} \). Our main goal is to obtain bounds on \( \gamma_{kd}(T), g_{kd}(T) \) and \( \beta_{kd}(T) \). We start by establishing a tight upper bound for \( g_{kd}(n) \) for a special class of triangulations, namely the maximal outerplanar graphs. A graph is a maximal outerplanar graph if it is a triangulation of a simple polygon without holes [12]. Edges on the exterior face are called exterior edges, and interior edges otherwise.

In the next section we show that there is a relationship between 2d-guarding, 2d-dominating and 2d-vertex cover sets on triangulations. In sections 3 and 4 we provide upper bounds for \( g_{kd}(n), \gamma_{kd}(n) \) and \( \beta_{kd}(n) \) on maximal outerplanar graphs and show that these bounds are tight.

2 Relationship between distance vertex cover, guarding and domination on triangulations

We start by showing that the three concepts are different. Fig. 2 depicts 2d-dominating and 2d-guarding sets for a given triangulation. Note that in Fig. 2(a) the set \( \{u, v\} \) is 2d-dominating since the remaining vertices are at distance 1 or 2. However, it is not a 2d-guarding set because the shaded triangle is not guarded, as its vertices are at distance 2 from \( \{u, v\} \). In 2(b) \( \{w, z\} \) is a 2d-guarding set, however it is not a 2d-vertex cover since any path between the bold edge and \( w \) or \( z \) has length at least 3. Therefore, the bold edge is not covered.

![Figure 2](https://via.placeholder.com/150)
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Figure 2: (a) 2d-dominating set for a triangulation \( T \); (b) 2d-guarding set for \( T \).

Now we are going to establish a relation between \( g_{kd}(T), \gamma_{kd}(T) \) and \( \beta_{kd}(T) \). The following results can be easily generalized to \( g_{kd}(T), \gamma_{kd}(T) \) and \( \beta_{kd}(T) \).

**Lemma 1** If \( C \) is a 2d-vertex cover of a triangulation \( T \), then \( C \) is a 2d-guarding set and a 2d-dominating set of \( T \).

**Lemma 2** If \( F \) is a 2d-guarding set of a triangulation \( T \), then \( F \) is a 2d-dominating set of \( T \).

The previous lemmas prove the following result.

**Theorem 3** Given a triangulation \( T \) the minimum cardinality \( g_{kd}(T) \) of any 2d-guarding set verifies \( \gamma_{kd}(T) \leq g_{kd}(T) \leq \beta_{kd}(T) \).
Note that the inequalities above can be strict, as we can see in the triangulation $T$ presented in Fig. 3, where $\gamma_{2d}(T) = 2$, $g_{2d}(T) = 3$, and $\beta_{2d}(T) \geq 4$.

3 2d-domination and 2d-guarding of maximal outerplanar graphs

In this section we establish upper bounds for $g_{2d}(n)$ and $\gamma_{2d}(n)$ on maximal outerplanar graphs. In order to do this, and following the ideas of O’Rourke [12], we first need to introduce some lemmas.

**Lemma 4** Suppose that $f(m)$ guards are always sufficient to 2d-guard any outerplanar maximal graph $G$ with $m$ vertices. Then if $G$ has two guards placed at any two adjacent vertices or one guard placed at any one of its vertices, then $f(m - 2)$ or $f(m - 1)$ additional guards are sufficient to 2d-guard $G$, respectively.

**Lemma 5** Let $G$ be an outerplanar maximal graph with $n \geq 2k$ vertices. There is an interior edge $e$ of $G$ that partitions $G$ into two pieces, one of which contains $m = k, k + 1, \ldots, 2k - 1$ or $2k - 2$ exterior edges of $G$.

**Theorem 6** Every $n$-vertex maximal outerplanar graph, with $n \geq 5$, can be 2d-guarded by $\left\lfloor \frac{n}{2} \right\rfloor$ guards. That is, $g_{2d}(n) \leq \left\lfloor \frac{n}{2} \right\rfloor$ for all $n \geq 5$.

**Proof.** For $5 \leq n \leq 11$, the truth of the theorem can be easily established. It should be noted that for $n = 5$ the 2d-guard can be placed randomly and for $n = 6$ it can be placed at any vertex of degree greater than 2. Assume that $n \geq 12$ and that the theorem holds for all $n' < n$. Lemma 5 guarantees the existence of an interior edge $e$ that divides $G$ into two maximal outerplanar graphs $G_1$ and $G_2$, such that $G_1$ has $m$ exterior edges of $G$ with $6 \leq m \leq 10$. The vertices of $G$ are labeled with $0, 1, \ldots, n - 1$ such that $e$ is $(0, m)$. Each value of $m$ is considered separately. We present the cases $m = 6$ and $m = 9$.

Case $m = 6$. $G_1$ has $m + 1 = 7$ exterior edges, thus $G_1$ can be 2d-guarded with one guard. $G_2$ has $n - 5$ exterior edges including $e$, and by induction hypothesis, it can be 2d-guarded with $\left\lfloor \frac{n - 5}{2} \right\rfloor - 1$ guards. Thus $G_1$ and $G_2$ together can be 2d-guarded by $\left\lfloor \frac{n}{2} \right\rfloor$ guards.

Case $m = 9$. The presence of any of the internal edges (0,8), (0,7), (0,6), (9,1), (9,2) and (9,3) would violate the minimality of $m$. Thus, the triangle $T$ in $G_1$ that is bounded by $e$ is either (0,5,9) or (0,9,4). Since these are equivalent cases, suppose that $T$ is (0,5,9) (see Fig. 4(a)).

![Figure 4](image-url)

The pentagon (5,6,7,8,9) can be 2d-guarded by placing one guard at a chosen vertex. However, to 2d-guard the hexagon (0,1,2,3,4,5) we cannot place a guard randomly. We will consider two separate cases: (i) the internal edge (0,4) is not present: if a guard is placed at vertex 5, then the hexagon (0,1,2,3,4,5) is 2d-guarded, thus $G_1$ is 2d-guarded. Since $G_2$ has $n - 8$ edges it can be 2d-guarded by $\left\lfloor \frac{n - 8}{2} \right\rfloor \leq \left\lfloor \frac{n}{2} \right\rfloor - 1$ guards applying the induction hypothesis. This yields a 2d-guarding of $G$ by $\left\lfloor \frac{n}{2} \right\rfloor$ guards; (ii) the internal edge (0,4) is present: if a guard is placed at vertex 0, then $G_1$ is 2d-guarded unless the triangle (6,7,8) is present in the triangulation (see Fig. 4(b)). In any case, two 2d-guards placed at vertices 0 and 9 guard $G_1$. $G_2$ has $n - 8$ exterior edges, including $e$. By Lemma 4 the two guards placed at vertices 0 and 9 allow the remainder of $G_2$ to be guarded by $f(n - 8 - 2) = f(n - 10)$ additional 2d-guards. Recall that $f(n')$ is the number of 2d-guards that are always sufficient to guard a maximal outerplanar graph with...
n' vertices. By the induction hypothesis \( f(n') = \lfloor \frac{n'}{2} \rfloor \). Thus, \( \lfloor \frac{n' - 2}{2} \rfloor = \lfloor \frac{n}{2} \rfloor - 2 \) guards suffice to 2d-guard \( G_2 \). Together with the guards placed at vertices 0 and 9 that 2d-guard \( G_1 \), all G is guarded by \( \lfloor \frac{n}{2} \rfloor \) 2d-guards. 

To prove that this upper bound is tight we need to construct a maximal outerplanar graph \( G \) of order \( n \) such that \( g_{2d}(G) = \lfloor \frac{n}{2} \rfloor \). Fig. 5 shows a maximal outerplanar graph \( G \) for which \( \gamma_{2d}(G) = \frac{n}{2} \), since the black vertices can only be 2d-dominated by different vertices. Thus, \( \gamma_{2d}(n) \geq \frac{n}{2} \). Note that this example can be generalized to \( kd \)-domination to obtain \( \gamma_{kd}(n) \geq \frac{n}{2kd+1} \).

Figure 5: A maximal outerplanar graph \( G \) for which \( \gamma_{2d}(G) = \frac{n}{2} \).

According to theorem 3, \( \gamma_{2d}(G) \leq g_{2d}(G) \), so \( \lfloor \frac{n}{7} \rfloor \leq g_{2d}(G) \). In conclusion, \( \lfloor \frac{n}{7} \rfloor \) 2d-guards are occasionally necessary and always sufficient to guard a \( n \)-vertex maximal outerplanar graph \( G \). On the other hand, we can also establish that \( \gamma_{2d} = \lfloor \frac{n}{7} \rfloor \), since \( \lfloor \frac{n}{7} \rfloor \leq \gamma_{2d}(n) \) and \( \gamma_{2d}(n) \leq g_{2d}(n) \), for all \( n \). Thus, it follows:

**Theorem 7** Every \( n \)-vertex maximal outerplanar graph with \( n \geq 5 \) can be 2d-guarded (and 2d-dominated) by \( \lfloor \frac{n}{7} \rfloor \) guards. This bound is tight.

### 4 2d-covering of maximal outerplanar graphs

In this section we determine an upper bound for 2d-vertex cover on maximal outerplanar graphs which is also tight.

**Lemma 8** Suppose that \( f(m) \) vertices are always sufficient to 2d-cover any outerplanar maximal graph \( G \) with \( m \) vertices. If we randomly choose a vertex of \( G \) to be a 2d-covering vertex, then \( f(m-1) \) additional vertices are sufficient 2d-cover \( G \).

**Theorem 9** Every \( n \)-vertex maximal outerplanar graph, with \( n \geq 4 \), can be 2d-covered with \( \lfloor \frac{n}{4} \rfloor \) vertices. That is, \( \beta_{2d}(n) \leq \lfloor \frac{n}{4} \rfloor \) for all \( n \geq 4 \).

Now, we will prove that this upper bound is tight. The bold edges of the maximal outerplanar graph illustrated in Fig. 6 can only be 2d-covered from different vertices, and therefore \( \beta_{2d}(n) \geq \frac{n}{2} \). To conclude:

**Theorem 10** Every \( n \)-vertex maximal outerplanar graph with \( n \geq 5 \) can be 2d-covered by \( \lfloor \frac{n}{2} \rfloor \) vertices. This bound is tight.

Figure 6: A maximal outerplanar graph \( G \) for which \( \beta_{2d}(G) = \frac{n}{2} \).

### References


Abstract Voronoi diagrams

Rolf Klein∗
Universität Bonn, Institut für Informatik I

Abstract

Abstract Voronoi diagrams are a unifying framework that covers many types of concrete Voronoi diagrams. This talk reports on the state of the art, including recent progress.

Introduction

Concrete Voronoi diagrams [1] are mostly defined in terms of sites and distance, and both concepts can vary greatly. Abstract Voronoi diagrams [6] are built on what most concrete diagrams have in common: a system of simple bisecting curves \( J(p, q) = J(q, p) \), where \( p, q \) are just indices from a set \( S \) of \( n \) elements. Each curve \( J(p, q) \) divides the plane into two domains, \( D(p, q) \) and \( D(q, p) \). The abstract Voronoi region of \( p \) with respect to \( S \) is defined by

\[
VR(p, S) := \bigcap_{q \in S \setminus \{p\}} D(p, q)
\]

and the abstract Voronoi diagram of \( S \) is just the plane minus all Voronoi regions.

An interesting question is what properties to require of the curves \( J(p, q) \). They should be as weak as possible for generality, but strong enough to ensure that useful "Voronoi" structures result from the above definitions. It turns out [7] that the following are sufficient.

(A1) Each curve \( J(p, q) \), where \( p \neq q \), is unbounded.

After stereographic projection to the sphere, it can be completed to a closed Jordan curve through the north pole.

For any three indices \( p, q, r \) in \( S \), and \( S' := \{p, q, r\} \),

(A2) each Voronoi region \( VR(p, S') \) is path-wise connected,

(A3) each point of the plane belongs to the closure of a Voronoi region \( VR(p, S') \).

Informally, if the bisecting curves are unbounded and behave decently, and if any triplet \( J(p, q), J(p, r), J(q, r) \) is situated as shown in Figure 1, the AVD theory applies.

1 Results

This means that structural results and efficient algorithms become available without further effort [7].

**Theorem 1** \( V(S) \) is a planar graph of complexity \( O(n) \). It can be constructed in an expected number of \( O(n \log n) \) many steps.

If we replace Axiom A2 by the more general requirement

(A2'): Each Voronoi region \( VR(p, S') \) has at most \( s \) connected components

(and assume that any two curves intersect only finitely often), the above result can be generalized as follows [3].

**Theorem 2** Abstract Voronoi diagrams with disconnected regions can be computed in an expected number of

\[
O\left( s^2 n \sum_{j=3}^{n} \frac{m_j}{j} \right)
\]

steps, where \( m_j \) denotes the average number of faces per region in all AVDs of \( j \) sites from \( S \).
One can extend the definition of abstract Voronoi diagrams to orders \( k > 1 \) by defining

\[
\text{VR}^k(P, S) := \bigcap_{p \in P, \ q \in S \setminus P} D(p, q).
\]

For order \( k = n - 1 \), the resulting AVDs are trees [9] of linear size. In the general case the following complexity result holds. Here we assume that all curves are in general position, and that the standard Voronoi-regions are non-empty.

**Theorem 3** The abstract order-\( k \) Voronoi diagram \( V^k(S) \) has at most \( 2^k(n - k) \) many faces. This bound can be achieved.

## 2 Conclusion

Open is the case of closed bisecting curves.
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Abstract

An intriguing conjecture of Nandakumar and Ramana Rao is that for every convex body $K \subseteq \mathbb{R}^2$, and for any positive integer $n$, $K$ can be expressed as the union of $n$ convex sets with disjoint interiors and each having the same area and perimeter. The first difficult case - $n = 3$ - was settled by Bárány, Blagojević, and Szucs using powerful tools from algebra and equivariant topology. Here we give an elementary proof of this result in case $K$ is a triangle, and show how to extend the approach to prove that the conjecture is true for triangles.

Introduction

Let $K$ be a convex body in the plane. Nandakumar and Ramana Rao [7] noticed that if a ham-sandwich cut for $K$ were rotated through $\pi$ radians - always maintaining a bisection of $K$ - then at some point in this process, $K$ is partitioned into two convex parts with disjoint interiors, and each having the same area and perimeter. A slightly more careful argument using this fact, along with induction, was given to show that for $n = 2^k$, $K$ can always be partitioned into $n$ convex subsets, each with the same area and perimeter. They made the intriguing

Conjecture 1 For every $n \in \mathbb{N}$ and all convex bodies $K \subseteq \mathbb{R}^2$, $K$ is the disjoint union of $n$ convex pieces, each with the same area and perimeter.

The conjecture describes an $n$-equi-partition of $K$ (because of the $n$ equal areas) which is in addition fair; by virtue of the equal perimeters. Observe that, in the related problems of cake partitioning [1] only the perimeter of $\partial K$ is taken into account.

Bárány et. al. [3], using heavy-duty tools from algebra and equivariant topology settled the case $n = 3$.

A $3$-fan is a point $P$ in the plane with three rays emanating from it. It is convex if all angles are at most $\pi$. It equi-partitions $K$ if the three rays divide $K$ into three regions of equal area, and it is fair, if these regions also have equal perimeter. Bárány et. al. showed that there is a convex $3$-fan that makes a fair equi-partition of $K$. Subsequently, Aronov and Hubard [2] and then Karasev [6], showed that the conjecture was true for $n = p^k$, a prime power, and also in dimension $d \geq 2$, with “area” replaced by “volume” and “perimeter”, by “surface area”. Blagojević and Ziegler found some problems with the proofs in these two papers, so they established the results - and more - using different tools. In the present paper, in an attempt to understand some of the geometric features of this problem and why - or why not - it may be difficult, we use (only) elementary methods to study the conjecture for $\mathbb{R}^2$, and when $K$ is a triangle. We call a $3$-fan interior for $K$ if the apex $P$ is interior to $K$; otherwise it is exterior. In the first case, all three rays play a role in the partition. In the second case, the partition is simply via two chords (which might meet on the boundary of $K$, but not in its interior). Because our results concern only exterior $3$-fans, we will state them using chords. A main result of this paper is

Theorem 1 Every triangle has a fair equi-partition defined by two disjoint chords.

More importantly, the ideas used to prove this result can be extended to show that every triangle has a fair $n$-partition defined by $n - 1$ disjoint chords.

Corollary 2 For every $n \geq 1$, every triangle has a fair, $n$-equi-partition using $n - 1$ disjoint chords.

In [7] it was observed that when $K$ is a triangle, it can be covered by $n = k^2$ disjoint triangles similar to $K$, and all with the same area (and perimeter). But Theorem 1 is a new step toward resolving Conjecture 1, if only for triangles.
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1 Some details

In this section we describe some ideas behind the proofs for our results. The full proofs will appear in the actual paper.

We are able to understand this problem in the triangle case partly due to a simple tool that describes how perimeters change when a chord in a partition is moved slightly while still preserving the areas of all regions.

We use a Cartesian coordinate system in the Euclidean plane, and denote by $AB$ and $|AB|$, respectively, the segment defined by points $A$ and $B$ and its length. Vector $O\hat{P}$ and point $P$ will be identified if the context is clear enough. The list of points $AB\cdots D$ will be used to denote the corresponding polygon and, finally, $\pi(\cdot)$ will be the perimeter of the polygon.

Let $A$, $B$, $C$ be non collinear points, and fix $A$ as the origin of the coordinate system.

**Lemma 3** Consider points $P \in AB$ and $Q \in AC$ such that $|AP| \leq |AQ|$. Let $P' = \pi P$ and let $Q' = \frac{1}{2}Q$ (then the area of $APQ$ equals the area of $AP'Q'$).

1. $\pi(AP'Q')$ and $\pi(BCQ'P')$ are convex functions of $t$, achieving their minima when $|AP'| = |AQ'|$.

2. If we write $\Delta \pi_1 = \pi(AP'Q') - \pi(APQ)$ and $\Delta \pi_2 = \pi(BCQ'P') - \pi(BCQP)$ then $|\Delta \pi_1| \geq |\Delta \pi_2|$.

Consider a unit area triangle $\Delta = ABC$. Without loss of generality, we can assume that the smallest side is $AB$ and that the coordinates of its vertices are $A = (0,0)$, $B = (b,0)$, and $C = (c,2/b)$, with $b > 0$ and $c \geq b/2$, as in the figure above. If we take points $U = (b/3,0)$ and $V = (2b/3,0)$, $\Delta$ is partitioned into $\Delta_1 = CAU$, $\Delta_2 = CVU$, and $\Delta_3 = CVB$, all with the same area. The goal is to rotate the chords $CU$ and $CV$ maintaining equality of all three areas, but in such a way as to force all three perimeters to coincide. To describe this process unambiguously, we place points $D$ and $E$ on the boundary of $\Delta$. Initially both points are placed on $C$. We then manipulate the chords $DU$ and $EV$ by moving the endpoints along the boundary of $\Delta$, thus altering the three sets in the partition. We use the notation $\pi_i$ to denote the perimeter of region $i$.

The case where $x = b/2$, and $\Delta$ is isosceles, is easiest. Here, we move chord $DU$ counter-clockwise (maintaining the area of $\Delta_1 = DAU$), and chord $EV$ clockwise (maintaining the area of $\Delta_3 = EVB$) until $U$ and $V$ coincide at $F = (b/2,0)$ (see Figure 2). During this process the middle region is a pentagon $\Delta_2 = CDUVE$, ending at $\Delta_2 = CDFE$. If we also keep $U + V = (b,0)$, there will be a position where the partition is fair, by the intermediate value theorem, since $\Delta_1$ and $\Delta_3$ initially have equal perimeters, but larger than that of $\Delta_2$, and at the end, $\pi_1 = \pi_3 \leq \pi_2$, by virtue of $AB$ being the smallest side of $\Delta$.

When $\Delta$ is not isosceles, we rotate $DU$, again maintaining the area, till the perimeters of two regions are equal. Observe that, during the rotation, both $\pi_1$ and $\pi_2$ decrease. If $b/2 < c < 2b/3$, because we start with perimeters $\pi_1 > \pi_3 > \pi_2$, we must reach case 1 in Figure 3, where $\pi_3 = \pi_3 > \pi_2$. If $c \geq 2b/3$, we start with perimeters $\pi_1 \geq \pi_3 \geq \pi_3$. When rotating $DU$ we can get $\pi_2 = \pi_3 < \pi_1$ (case 2) or $\pi_1 = \pi_3 > \pi_3$ (case 3).

Using Lemma 3 we know how to proceed in each case. For case 1, we rotate the chord $EV$ clockwise, and the chord $DU$ counterclockwise, preserving equality for the areas of regions 1 and 3. For case 2, we rotate the chords in the same way, maintaining now equal areas for regions 2 and 3. Finally, for case 3 both chords are rotated counterclockwise, keeping areas of regions 1 and 2 equal. Theorem 1 will be proven if we show that during this rotation, equality of the three perimeters is achieved.

For cases 1 and 2, the key is to observe that the foot of the left chord reaches the midpoint of $AB$ first. If $U$ is the midpoint of $AB$, we consider the triangle $UBE$, congruent with $AUD$ (see Figure 4,left). From this, it is not hard to see that $\Delta_3$ has to be $VBE$, with $V \in UB$ and that $\pi_1 < \pi_2$.

For case 3, consider a partition into three pieces of...
equal area (but different perimeters) using two chords parallel to \(BC\) (see Figure 4, right). In this setting, it can be shown that \(\pi_1 + \pi_2 < 2\pi_3\). Therefore, if we consider now the chord that divides \(AVE\) into two pieces of equal area and perimeter, from Lemma 3 it follows that perimeters of regions 1 and 2 are smaller and in that situation we must have \(\pi_1 = \pi_2 < \pi_3\).

The approach of the arguments above can be applied to prove the existence of a fair \(n\)-equipartition of every triangle. Take points \(V_i = (ib/n, 0)\) and points \(U_i, i = 0, \ldots, n\); initially all \(U_i = C\). The \(n - 1\) chords \(U_iV_i, i = 1, \ldots, n - 1\) partition \(\triangle\) into \(n\) triangles \((\Delta_i = U_{i-1}V_{i-1}V_i, i = 1, \ldots, n)\), of equal area. We order the chords left to right, and so the chord with foot at \(V_i\) is the \(i\)-th chord. The chords for which \(V_i < c\) are called left chords, and the rest are the right chords.

We start by rotating the first chord counterclockwise, until the perimeter of the first region is equal, either to the perimeter of the second region, or to the perimeter of the last one. In the first case, we continue by rotating the first and the second chord (both counterclockwise), maintaining equality of the perimeters of the first two regions. In the second case, we continue by rotating the first chord counterclockwise, and the last chord clockwise, again maintaining equal perimeters for the involved regions. This process can be iterated, and when we reach the "central region" (the one in between the last left chord and the first right chord), we will have cases analogous to the ones in Figure 3. We proceed in the same way here, and it can be shown that equality of all perimeters is obtained before reaching a critical situation. The proof of this fact is more involved and will appear in the full version of this paper.

2 Discussion

It is clear that an equilateral triangle has two distinct fair \(3\)-equipartitions that are interior (as well as three exterior ones - for each vertex, the process outlined in the previous section produces an equi-partition with an exterior \(3\)-fan). It is easy to see that skinny triangles do not have fair interior \(3\)-equipartitions. It would be interesting to characterize which triangles have equipartitions both exterior and interior, and which have only exterior ones.

It is easy to see that fair equipartitions of disks have to be radial, with the vertex at the center. Therefore, we cannot expect to extend the approach of this paper to the general case. Nevertheless, some convex bodies may have fair \(n\)-equipartitions produced by \(n - 1\) disjoint chords. It would be interesting to try to characterize this family.
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Abstract

A $d$-dimensional simplex $S$ is called a $k$-reptile (or a $k$-reptile simplex) if it can be tiled without overlaps by $k$ simplices with disjoint interiors that are all mutually congruent and similar to $S$. For $d = 2$, triangular $k$-reptiles exist for many values of $k$ and they have been completely characterized by Šmířová, Waerden, and Williams. On the other hand, the only $k$-reptile simplices that are known for $d \geq 3$, have $k = m^d$, where $m$ is a positive integer. We substantially simplify the proof by Matoušek and the second author that for $d = 3$, $k$-reptile tetrahedra can exist only for $k = m^3$. We also prove a weaker analogue of this result for $d = 4$ by showing that four-dimensional $k$-reptile simplices can exist only for $k = m^2$.

1 Introduction

A closed set $X \subset \mathbb{R}^d$ with nonempty interior is called a $k$-reptile (or a $k$-reptile set) if there are sets $X_1, X_2, \ldots, X_k$ with disjoint interiors and with $X = X_1 \cup X_2 \cup \cdots \cup X_k$ that are all mutually congruent and similar to $X$. Such sets have been studied in connection with fractals and also with crystallography and tilings of $\mathbb{R}^d$ [4 8 9 11].

It is easy to see that whenever $S$ is a $d$-dimensional $k$-reptile simplex, then all of $\mathbb{R}^d$ can be tiled by congruent copies of $S$: indeed, using the tiling of $S$ by its smaller copies $S_1, \ldots, S_k$ as a pattern, one can inductively tile larger and larger similar copies of $S$. On the other hand, not all space-filling simplices must be $k$-reptiles for some $k \geq 2$.

Clearly, every triangle tiles $\mathbb{R}^2$. Moreover, every triangle $T$ is a $k$-reptile for $k = m^2$, since $T$ can be tiled in a regular way with $m^2$ congruent tiles, each positively or negatively homothetic to $T$. See e. g. Snoeijer et al. [19] for an illustration.

The question of characterizing the tetrahedra that tile $\mathbb{R}^3$ is still open and apparently rather difficult. The first systematic study of space-filling tetrahedra was made by Sommerville. Sommerville [20] discovered a list of exactly four tilings (up to isometry and rescaling), but he assumed that all tiles are properly congruent (that is, congruent by an orientation-preserving isometry) and meet face-to-face. Edmonds [8] noticed a gap in Sommerville’s proof and by completing the analysis, he confirmed that Sommerville’s classification of proper, face-to-face tilings is complete. In the non-proper and non face-to-face situations there are infinite families of non-similar tetrahedral tiles. Goldberg [10] described three such families, obtained by partitioning a triangular prism. In fact, Goldberg’s first family was found by Sommerville [20] before, but he selected only special cases with a certain symmetry. Goldberg [10] noticed that even the general case admits a proper tiling of $\mathbb{R}^3$.

Goldberg’s first family also coincides with the family of simplices found by Hili [13], whose aim was to classify rectifiable simplices, that is, simplices that can be cut by straight cuts into finitely many pieces that can be rearranged to form a cube. The simplices in Goldberg’s second and third families are obtained from the simplices in the first family by splitting into two congruent halves. According to Senechal’s survey [17], no other space-filling tetrahedra than those described by Sommerville and Goldberg are known.

For general $d$, Debrunner [5] constructed $[d/2] + 2$ one-parameter families and a finite number of additional special types of $d$-dimensional simplices that tile $\mathbb{R}^d$. Smith [18] generalized Goldberg’s construction and using Debrunner’s ideas, he obtained $([d/2] + 2)\varphi(d)/2$ one-parameter families of space-filling $d$-dimensional simplices; here $\varphi(d)$ is the Euler’s totient function. It is not known whether for some $d$ there is an acute space-filling simplex or a two-parameter family of space-filling simplices [18].

In recent years the subject of tilings has received a certain impulse from computer graphics and other computer applications. In fact, our original motivation for studying simplices that are $k$-reptiles comes from a problem of probabilistic marking of Internet...
packets for IP traceback [1] [2]. See [3] for a brief summary of the ideas of this method. For this application, it would be interesting to find a 5-dimensional simplex that is a 4-reptile with k as small as possible.

For dimension 2 there are several possible types of 4-reptile triangles, and they have been completely classified by Snover et al. [9]. In particular, k-reptile triangles exist for all k of the form \( a^2 + b^2 + 3a^2 \) for arbitrary integers \( a, b \). In contrast, for \( d \geq 3 \), reptile simplices seem to be much more rare. The only known constructions of higher-dimensional k-reptile simplices have \( k = m^d \). The best known examples are the Hill simplices (or the Hadwiger–Hill simplices) [3] [10] [14]. A d-dimensional Hill simplex is the convex hull of vectors 0, \( b_1, b_1 + b_2, \ldots, b_1 + \cdots + b_d \), where \( b_1, b_2, \ldots, b_d \) are vectors of equal length such that the angle between every two of them is the same and lies in the interval \( (0, \frac{\pi}{5} + \arcsin \frac{1}{m}) \).

Concerning nonexistence of k-reptile simplices in dimension \( d \geq 3 \), Hertel [13] proved that a 3-dimensional simplex is an \( m^3 \)-reptile using a “standard” way of dissection (which we will not define here) if and only if it is a Hill simplex. He conjectured that Hill simplices are the only 3-dimensional reptile simplices. Herman Haverkort recently pointed us to an example of a 4-reptile tetrahedron which is not Hill, which contradicts Hertel’s conjecture. In fact, except for the one-parameter family of Hill tetrahedra, three other space-filling tetrahedra described by Sommerville [20] and Goldberg [10] are also k-reptiles for every \( k = m^3 \). The simplices and their tiling are based on the barycentric subdivision of the cube. The construction can be naturally extended to find similar examples of d-dimensional k-reptile simplices for \( d \geq 4 \) and \( k = m^d \). Matoušek [15] showed that there are no 2-reptile simplices of dimension 3 or larger. For dimension \( d = 3 \) Matoušek and the second author [16] proved the following theorem.

**Theorem 1** [16] In \( \mathbb{R}^3 \), k-reptile simplices (tetrahedra) exist only for \( k \) of the form \( m^3 \), where \( m \) is a positive integer.

We give a new, simple proof of Theorem 1 in Section 5.

Matoušek and the second author [16] conjectured that a d-dimensional k-reptile simplex can exist only for \( k \) of the form \( m^d \) for some positive integer \( m \). We prove a weaker version of this conjecture for four-dimensional simplices.

**Theorem 2** Four-dimensional k-reptile simplices exist only for \( k \) of the form \( m^2 \), where \( m \) is a positive integer.

Four-dimensional Hill simplices are examples of k-reptile simplices for \( k = m^4 \). Whether there exists a four-dimensional \( m^2 \)-reptile simplex for \( m \) non-square remains an open question.

## 2 Angles in simplices and Coxeter diagrams

Given a d-dimensional simplex \( S \) with vertices \( v_0, \ldots, v_d \), let \( F_i \) be the facet opposite to \( v_i \). A dihedral angle \( \beta_{i,j} \) of \( S \) is the internal angle of the faces \( F_i \) and \( F_j \), that meet at the \( (d - 2) \)-face \( F_i \cap F_j \).

An edge-angle of \( S \) is the internal \( (d - 1) \)-dimensional angle incident to an edge and can be represented by a \( (d - 2) \)-dimensional spherical simplex.

The Coxeter diagram of \( S \) is a graph \( c(S) \) with labeled edges such that the vertices of \( c(S) \) represent the facets of \( S \) and for each pair of facets \( F_i \) and \( F_j \), there is an edge \( e_{i,j} \) labeled by the dihedral angle \( \beta_{i,j} \).

**Observation 3** The edge-angles of a four-dimensional simplex \( S \) can be represented by spherical triangles, whose angles are dihedral angles in \( S \). Therefore, an edge-angle in \( S \) represented by a spherical triangle with angles \( \alpha, \beta, \gamma \) corresponds to a triangle in the Coxeter diagram with edges labeled by \( \alpha, \beta, \gamma \).

The most important tool we use is Debrunner’s lemma [3] Lemma 1, which connects the symmetries of a d-simplex with the symmetries of its Coxeter diagram (which represents the “arrangement” of the dihedral angles). This lemma allows us to substantially simplify the proof of Theorem 1 and enables us to step up by one dimension and prove Theorem 2 which seemed unmanageable before.

**Lemma 4** (Debrunner’s lemma [3]) Let \( S \) be a d-dimensional simplex. The symmetries of \( S \) are in one-to-one correspondence with the symmetries of its Coxeter diagram \( c(S) \) in the following sense: each symmetry \( \varphi \) of \( S \) induces a symmetry \( \Phi \) of \( c(S) \) so that \( \varphi(v_i) = v_j \Leftrightarrow \Phi(F_i) = F_j \), and vice versa.

## 3 A simple proof of Theorem 1

We proceed as in the original proof, but instead of using the theory of scissors congruence, Jahné’s theorem about values of rational angles and Fixdor’s theorem, we use Debrunner’s lemma (Lemma 4).

Assume for contradiction that \( S \) is a k-reptile tetrahedron where \( k \) is not a third power of a positive integer. A dihedral angle \( \alpha \) is called indivisible if it cannot be written as a linear combination of other dihedral angles in \( S \) with non-negative integer coefficients.

The following lemmas are proved in [16].
Lemma 5 [16] Let C be an indivisible dihedral angle in S, then the edges of C with dihedral angle C have at least three different lengths.

Lemma 6 [16] Let C be an indivisible dihedral angle in S, then the edges of C with dihedral angle C have at least three different lengths.

(i) All the dihedral angles of S are integer multiples of the minimal dihedral angle α, which has the form $\frac{2\pi}{n}$ for an integer $n \geq 3$.

(ii) There are exactly two distinct dihedral angles $\beta_1$ and $\beta_2$, each of them occurring three times in S.

First we exclude case (ii) of Lemma 6. If S has two distinct dihedral angles $\beta_1 \neq \beta_2$, each occurring at three edges, then they can be placed in S in two essentially different ways; see Fig. 1. In both cases, for each $i \in \{1, 2\}$, the Coxeter diagram of S has at least one non-trivial symmetry which swaps two distinct edges with label $\beta_i$. By Debrunner’s lemma, the corresponding symmetry of S swaps two distinct edges with dihedral angle $\beta_i$, which thus have the same length. But then the edges with dihedral angle $\beta_i$ have at most 2 different lengths and this contradicts Lemma 5 since the smaller of the two angles $\beta_1, \beta_2$ is indivisible.

Figure 1: Two possible configurations of two dihedral angles.

Now we exclude case (i) of Lemma 6. Call the edges of S (and of c(S)) with dihedral angle α the $\alpha$-edges. Since there are at least three $\alpha$-edges in S, there is a vertex v of S where two $\alpha$-edges meet. Let $\beta$ be the dihedral angle of the third edge incident to v (possibly $\beta$ can be equal to $\alpha$).

We have $2\alpha + \beta > \pi$, using a well-known fact that the sum of the three dihedral angles occurring at a vertex of S exceeds $\pi$. Writing $\beta = m\alpha = \frac{m}{n} \cdot \pi$, we have $2 \cdot \frac{m}{n} \cdot \pi > \pi$, which implies $m > n - 2$. Since $m < n$, we have $m = n - 1$ and hence $\beta = \pi - \alpha$.

Now we distinguish several cases depending on the subgraph $H_\alpha$ of c(S) formed by the $\alpha$-edges.

- $H_\alpha$ contains three edges incident to a common vertex (which correspond to a triangle in S). Then all the other edges must have the angle $\beta$ and we get the configuration as in Fig. 1 (right), which we excluded earlier.

- $H_\alpha$ contains a triangle (the corresponding edges in S meet at a single vertex). Then $\beta = \alpha$, and thus $\alpha = \frac{2\pi}{n}$, which contradicts the condition $n \geq 3$ from Lemma 5 (i).

- $H_\alpha$ is a path of length three (this corresponds to a path in S, too). Then two edges have the angle $\beta > \alpha$ and the remaining edge has some angle $\gamma \neq \alpha$. See Figure 2 (left). The resulting Coxeter diagram has a non-trivial involution swapping two $\alpha$-edges. By Debrunner’s lemma, this contradicts Lemma 6.

- It remains to deal with the case where $H_\alpha$ is a four-cycle (which corresponds to a four-cycle in S). In this case the remaining two edges have dihedral angle $\beta$, so the Coxeter diagram has a dihedral symmetry group $D_4$ acting transitively on the $\alpha$-edges. By Debrunner’s lemma, all the $\alpha$-edges have the same length. This again contradicts Lemma 6.

Figure 2: The $\alpha$-edges form a path (left) or a four-cycle (right) in c(S)

We obtained a contradiction in each of the cases, hence the proof of Theorem 2 is finished.

4 The proof of Theorem 2

The method of the proof is similar to the three-dimensional case.

Assume for contradiction that S is a four-dimensional $k$-reptile simplex where $k$ is not a square of a positive integer. Let $S_1, \ldots, S_k$ be mutually congruent simplices similar to S that tile $S$. Then each $S_i$ has volume $k$-times smaller than $S$, and thus $S_i$ is scaled by the ratio $\rho := k^{-1/4}$ compared to $S$. For $k$ non-square, $\rho$ is an irrational number of algebraic degree 4 over Q.

Similarly to [16] we define an indivisible edge-angle (spherical triangle) as a spherical triangle which cannot be tiled with smaller spherical triangles representing the other edge-angles of $S$ or their mirror images. Clearly, the edge-angle with the smallest surface area is indivisible. We consider a spherical triangle and its mirror image as the same spherical triangle.

We obtain a result similar to Lemma 5 if $T_0$ is an indivisible edge-angle in $S$, then the edges of $S$ with edge-angle $T_0$ have at least four different lengths (and in particular, there are at least four such edges).
The strategy of the proof is now the following. First we exclude the case of two indivisible edge-angles, using only elementary combinatorial arguments and Debrunner’s lemma.

Then we consider the case of one indivisible edge-angle. Here we need more involved arguments. We study the problem of tiling spherical triangles by congruent triangular tiles, which might be of independent interest. We give a partial classification of such tilings, which might be possible to extend to a full classification using a reasonable amount of effort. A related question, a classification of edge-to-edge tilings of the sphere by congruent triangles, has been completely solved by Agaoka and Ueno [3].

To rule out several cases, we use a characterization of \( \binom{d+1}{2} \)-tuples of dihedral angles by Fiedler [2]. The characterization implies, in particular, that if \( \beta_{i,j}, i,j = 1,2,\ldots,d+1 \), are the dihedral angles of some \( d \)-dimensional simplex, then the matrix \( a_{i,j}, i,j = 1,2,\ldots,n+1 \), where \( a_{i,i} = 0 \) and \( a_{i,j} = \cos \beta_{i,j} \) for \( i \neq j \), is singular.
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Abstract

In 1926, Jarník introduced the problem of drawing a convex $n$-gon with vertices having integer coordinates. He constructed such a drawing in the grid $[1, c \cdot n^{3/2}]^2$ for some constant $c > 0$, and showed that this grid size is optimal up to a constant factor. We consider the analogous problem of drawing the double circle, and prove that it can be done within the same grid size. Moreover, we give an $O(n \log n)$-time algorithm to construct such a point set.

1 Introduction

Given $n \geq 3$, a double circle is a set $P = \{p_0, p_1, \ldots, p_{n-1}, p'_0, p'_1, \ldots, p'_{n-1}\}$ of $2n$ planar points in general position such that: (1) $p_0, p_1, \ldots, p_{n-1}$ are precisely the vertices of the convex hull of $P$ labelled in counterclockwise order around the boundary; (2) point $p'_i$ is close to the segment joining $p_i$ with $p_{i+1}$; (3) the line passing through $p_i$ and $p'_i$ separates $p_{i+1}$ from $P$; and (4) the line passing through $p'_i$ and $p_{i+1}$ separates $p_i$ from $P$ (see Figure 1). Subindices are taken modulo $n$. The double circle has been considered in combinatorial geometry and it is conjectured to have the least number of triangulations \cite{1, 2}.

Drawing an $n$-vertex convex polygon with integer vertices can be easily done by considering the $n$ points $(1, 1), (2, 4), (3, 9), \ldots, (n, n^2)$ as the vertices of the polygon. In this case the size of the integer point set is equal to $n^2 - 1 = \Theta(n^2)$, where size refers to the smallest $N$ such that the point set can be translated to lie in the grid $[0, N]^2$. In 1926, Jarník \cite{5} showed how to draw an $n$-vertex convex polygon with size $N = O(n^{3/2})$ and proved that this bound is optimal. In recent years the so-called Jarník polygons and extensions of them have been studied \cite{3, 6}.

Given any integer point $(i, j)$, we say that $(i, j)$ is visible (from the origin) if the interior of the line segment joining the origin and $(i, j)$ contains no lattice points. Observe that $(i, j)$ is visible if and only if $\gcd(i, j) = 1$, where $\gcd(i, j)$ denotes the greatest common divisor of $i$ and $j$. We consider points as vectors as well, and vice versa. A Jarník polygon is formed by choosing a natural number $Q$, and taking the set $V_Q$ of visible vectors $(i, j)$ such that $\max\{|i|, |j|\} \leq Q$ \cite{1, 3, 6}. The polygon is then the unique (up to translation) convex polygon whose edges, viewed as vectors, are precisely the elements of $V_Q$, that is, the vertices can be obtained by starting from an arbitrary point and adding the vectors of $V_Q$, one by one, in counterclockwise order, to the previously computed vertex (see Figure 2).

Figure 1: A double circle of twelve points.

Figure 2: A Jarník polygon (right) and its generating vectors $V_2$ (left).
an \(O(n \log n)\)-time algorithm that correctly constructs the double circle with size within \(O(n^{3/2})\), where that bound is also optimal. In Section 2 we show our algorithm, and in Section 3 its correctness is proved. Finally, in Section 4 we state future work.

2 Double circle construction

Observe that a simple construction with quadratic size is as follows: Consider the function \(f(x) = x^2 + x\). For \(i = 1, \ldots, 2n - 1\) add the point \((i, f(i))\) if \(i\) is odd, and the point \((i, f(i) + 2)\) otherwise. The final point is \((n, f(2n - 1) + f(1)) = (n, 2n^2 - n)\), i.e., the point just below the midpoint of the segment connecting \((1, f(1))\) and \((2n - 1, f(2n - 1))\). The size of the resulting point set is \(N = f(2n - 1) - f(1) = (2n - 1)^2 + (2n - 1) - 2 = 4n^2 - 2n - 2 = \Theta(n^2)\).

We say that a sequence \(V\) of vectors is symmetric if \(V\) contains an even number of vectors sorted counterclockwise around the origin, and for every vector \(a\) in \(V\) its opposite vector \(-a\) is also in \(V\). Observe that any sequence of vectors defining a Jarník polygon is symmetric. For any sequence \(V = \{v_1, v_2, \ldots, v_{2k}\}\) of \(2t\) vectors let the point set \(P(V) := \{p_1, p_2, \ldots, p_{2t}\}\), where \(p_1 = v_1 \) and \(p_i = p_{i-1} + v_i\) for \(i = 2, \ldots, 2t\). Note that if we sort the elements of \(V\) around the origin then the elements of \(P(V)\) are the vertices of the Jarník polygon. Furthermore, if \(V\) is symmetric then the elements of \(P(V)\) are in convex position. Let sequence \(\text{alt}(V) := [v_2, v_3, v_4, v_5, \ldots, v_{2t}, v_{2t-1}]\) (see Figure 3 for an example with \(t = 8\)). For any scalar \(\lambda\) let the sequence \(\lambda V := [\lambda v_1, \lambda v_2, \ldots, \lambda v_{2t}]\).

The idea is to generate a suitable symmetric sequence \(V\) of \(2n\) vectors and then build the point set \(P(\text{alt}(V))\) as the double circle point set, up to some transformation of the elements of \(\text{alt}(V)\). A (not optimal) example is \(V = [(1, 1), (1, 2), \ldots, (1, n), (-1, -1), (-2, -2), \ldots, (-1, n)]\) for even \(n \geq 4\). The point set \(P(\text{alt}(V))\) is in fact a double circle but its size is equal to \(1 + 2 + \ldots + n = \Theta(n^2)\) (see Figure 1).

The construction in which the resulting point set is a double circle of size \(O(n^{3/2})\) is based on the next two algorithms:

**\text{VisibleVectors}(n):** With input \(n \geq 3\), the symmetric sequence \(V\) of \(2n\) visible vectors, sorted counterclockwise around the origin, is generated so as to satisfy the two invariants. Let \(B_k := \{p \in \mathbb{Z}^2 : \|p\|_1 \leq t\}, k := \max_{v \in V} \|v\|_1\), and \((\text{even})\) \(s\) be the number of visible vectors of \(B_{k-1}\): (i) all visible vectors of \(B_{k-1}\) are in \(V\), and (ii) the other elements of \(V\) are generated as follows, until \(2n - s\) elements are obtained: for \(i = 1, \ldots, k - 1\) generate vectors \((i, k - i), (-i, -(k - i)), (-i, k - i), (i, -(k - i))\) in this order, if and only if \(\gcd(i, k - i) = 1\). Refer to Algorithm 2.1 for a pseudo-code.

**\text{BuildDoubleCircle}(n):** With input \(n \geq 3\), build a \(2n\)-point double circle. First, set sequences \(V := \text{VisibleVectors}(n)\) and \([v_1', v_2', \ldots, v_{2n}'] := \text{alt}(V)\). Then, the sequence \(W = [w_1, w_2, \ldots, w_{2n}]\) of \(2n\) vectors is created as follows: for \(i = 1, 3, \ldots, 2n - 1\) set \(w_i = (1 - \lambda)v_i' + \lambda v_{i+1}'\) and \(w_{i+1} = \lambda v_i' + (1 - \lambda)v_{i+1}'\), where \(\lambda = 1/3\). Finally, build the \(2n\)-point set \(P((1/\lambda)W)\) as the double circle.

**Algorithm 2.1:** \text{VisibleVectors}(n)

\[
\begin{align*}
k &\leftarrow 1, V \leftarrow [(1, 0), (-1, 0), (0, 1), (0, -1)] \\
\text{repeat} & \quad k \leftarrow k + 1 \\
\text{for } i &\leftarrow 1 \text{ to } k - 1 \\
&\quad \begin{cases} 
\text{if } \gcd(i, k) = 1 \\
\text{do } V \leftarrow V + [(i, j), (-i, -j)] & \text{if } \text{length}(V) < 2n \\
&\quad \text{then } V \leftarrow V + [(i, j), (-i, -j)] & \text{if } \text{length}(V) < 2n \\
&\quad \text{then } V \leftarrow V + [(i, j), (-i, -j)] & \text{end}
\end{cases}
\end{align*}
\]

until \(\text{length}(V) = 2n\)

Sort \(V\) counterclockwise around origin

return \(V\)

3 Construction correctness

Let \(V = [v_1, v_2, \ldots, v_{2n}]\) be the (circular) sequence of vectors obtained by executing \text{VisibleVectors}(n),
for $n \geq 3$. For every $i = 1, 3, 5, \ldots, 2n - 1$ we say that the pair of vectors $v_i, v_{i+1}$ is a pair of alt($V$).

Lemma 1 (Chapter 2 of [4]) Given a natural number $Q$, the number $|V_Q|$ of vertices of the Jarník polygon is equal to

$$4 + 4 \sum_{i=1}^{Q} \sum_{j=1}^{Q} \sum_{g=\gcd(i,j)=1}^{1} = \frac{24Q^2}{\pi^2} + O(Q \log Q).$$

The size $S(Q)$ of the Jarník polygon is equal to

$$1 + 2 \sum_{i=1}^{Q} \sum_{j=1}^{Q} \sum_{g=\gcd(i,j)=1}^{1} i = 1 + 2 \sum_{i=1}^{Q} \sum_{j=1}^{Q} \sum_{g=\gcd(i,j)=1}^{1} j$$

$$\frac{6Q^3}{\pi^2} + O(Q^2 \log Q).$$

Lemma 2 $V$ is symmetric and point set $\mathcal{P}(V)$ has size $O(n^{3/2})$.

Proof. Observe that for every vector $a$ in $V$, $-a$ is also in $V$ since in algorithm VISIBLEVECTORS the vectors are added to sequence $V$ in pairs, and each pair consists of two opposite vectors. Then $V$ becomes symmetric once the elements of $V$ are sorted counterclockwise around the origin. On the other hand

$$V_{\frac{|V|}{2}} \subset V \subset V_k$$

where $k = \max_{v \in V} \|v\|_1$. Then we have $|V_{\frac{|V|}{2}}| \leq 2n \leq |V_k|$, which implies $k = \Theta(\sqrt{n})$ by Lemma [4]. By the same lemma we obtain:

$$\sum_{i=1}^{n} x(v_i), \sum_{i=1}^{n} y(v_i) < 1 + 2 \sum_{i=1}^{k} \sum_{j=1}^{k} i$$

$$= S(k)$$

$$= \Theta(k^3) = \Theta(n^{3/2})$$

Hence, the size of $\mathcal{P}(V)$ is $O(n^{3/2})$. □

Let $o$ denote the origin of coordinates. Given two points $p, q$ let $\ell(p, q)$ denote the line passing through $p$ and $q$ and directed from $p$ to $q$, and $pq$ denote the segment joining $p$ and $q$. Given three points $p = (x_p, y_p)$, $q = (x_q, y_q)$, and $r = (x_r, y_r)$, let $A(p, q, r)$ denote the triangle with vertices at $p$, $q$, and $r$. $A(p, q, r)$ denotes the area of $A(p, q, r)$, and $\text{turn}(p, q, r)$ denote the so-called geometric turn (going from $p$ to $r$ passing through $q$) where

$$\text{turn}(p, q, r) = \frac{1}{2} \left| \text{det}(p, q, r) \right|.$$
\[ \text{turn}((1 - \lambda)\mathbf{a}_2 + \mathbf{a}_1, (1 - \lambda)\mathbf{a}_1 + \mathbf{a}_2)) + \text{turn}((1 - \lambda)\mathbf{a}_2 + \mathbf{a}_1, (1 - \lambda)\mathbf{a}_3 + \mathbf{a}_1) \]

\[ = (1 - \lambda)^2 \text{turn}(\mathbf{a}_2, \mathbf{a}_1) + \lambda^2 \text{turn}(\mathbf{a}_2, \mathbf{a}_3) + (1 - \lambda) \text{turn}(\mathbf{a}_2, \mathbf{a}_3) + \lambda(1 - \lambda) \text{turn}(\mathbf{a}_1, \mathbf{a}_4) + \lambda^2 \text{turn}(\mathbf{a}_1, \mathbf{a}_3) \]

\[ = 2\left( (2\lambda - 1)A(a_1, a_2) + (1 - \lambda)^2 A(a_2, a_4) + \lambda(1 - \lambda)A(a_2, a_3) + \lambda(1 - \lambda)A(a_1, a_4) + \lambda^2 A(a_1, a_3) \right) \]

\[ \geq (2\lambda - 1) + (1 - \lambda)^2 + \lambda(1 - \lambda) + \lambda^2 \]

\[ = 2\lambda > 0 \]

where equation 1 follows from Lemma 3 and equation 2 follows from the fact that by Pick’s theorem the area of any non-empty triangle with lattice vertices is at least 1/2. Therefore, \( q_1 \) is to the left of \( \ell(o, q_1) \). Similarly, since we have that \( \text{turn}(\mathbf{a}_2, \mathbf{a}_3) > 0 \) \( (i = 1, 2; j = 3, 4) \) then \( \text{turn}(h(\lambda, \mathbf{a}_2, \mathbf{a}_3), h(\lambda, \mathbf{a}_3, \mathbf{a}_4)) > 0 \), which implies that \( q_4 \) is to the left of \( \ell(o, q_1) \) given that \( q_3 \) is to the left of \( \ell(o, q_1) \). By symmetry, it can be proved that \( \text{turn}(q_4, q_3, q_1) < 0 \) and \( \text{turn}(q_4, q_3, o) < 0 \), implying that both \( q_1 \) and \( o \) are to the right of \( \ell(q_4, q_3) \). □

Figure 6: Proof of Lemma 5

Theorem 6 There is an \( O(n \log n) \)-time algorithm that for all \( n \geq 3 \) builds a double circle of \( 2n \) points in the grid [0, N]^2 where \( N = O(n^{3/2}) \).

Proof. Execute the algorithm BuildDoubleCircle with input \( n \), being \( V \) the result of calling VisiblePoints(\( n \)), building the point set \( P \) of \( 2n \) points. Observe that \( \lambda = 1/3 \) implies that point \( w_i/\lambda = 3w_i \) is integer for \( i = 1 \ldots 2n \), and then all elements of \( P \) are integer points. By Lemma 5 point set \( P \) is a double circle. The size of \( \mathcal{P}(V) \) is \( O(n^{3/2}) \) by Lemma 6 and since all elements of \( P \) belong to the polygon with vertices \( \mathcal{P}(3V) \) the size \( N \) of \( P \) is also \( O(n^{3/2}) \). Finally, translate \( P \) to lie in the grid \([0, N]^2 \). In algorithm VisiblePoints the time complexity is dominated by: (1) computing \( \gcd(i, j) \) for \( O((\sqrt{n})^2) = O(n) \) pairs \( i, j \); and (2) sorting vectors \( V \) counterclockwise around the origin. In Case (1) the time complexity is \( O(n \log n) \) since \( \gcd(i, j) \) consumes \( O(\log(\min\{i, j\})) = O(\log \sqrt{n}) = O(\log n) \) time. Case (2) consumes \( O(n \log n) \) time as well. Since the time complexity of VisiblePoints dominates the time complexity of the main algorithm BuildDoubleCircle, the result follows. □

4 Future work

We are working on extending these results to build other known point sets in integer points of small size, such as the double convex chain, the Horton set, and others. We plan to eventually release a software library supporting many of these constructions.
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Abstract

Sensory evaluation of foods is as important as chemical, physical or microbiological examinations, being specially relevant in food industries. Classical methods can be long and costly, making them less suitable for certain industries like the wine industry. Some alternatives have arisen recently, including Napping®, where the tasters represent the sensory distances between products by positioning them on a tablecloth; the more similar they perceive the products, the closer they position them on the tablecloth. This method uses multiple factor analysis (MFA) to process the data collected. The present paper introduces the software SensoGraph, which makes use of proximity graphs to analyze those data. The application is described and experimental results are presented in order to compare the performances of SensoGraph and Napping®, using eight wines from the Toro region and two groups of twelve tasters with different expertise.

1 Sensory analysis

The goal of sensory evaluation of foods is the study of the sensations they produce. When consuming a food, stimulus of several classes are perceived: visual (color, shape, brightness), tactile (fingertips or mouth epithelium), odorous (at nose epithelium), gustatory (at taste buds), and even auditory (e.g., for crunchy food). The norm ISO 5492:2008 defines sensory analysis as the science related to the evaluation of organoleptic attributes of a product by the senses, and other ISO norms unify the tools and methods used for that evaluation. The sensory examination turns out to be as important as chemical, physical or microbiological examinations, being specially relevant in food industries.

The main tool in sensory analysis is a panel of tasters, either experts or consumers, who evaluate the products from an analytic and/or hedonic point of view. As any other instrument depends on its calibration, such a panel depends on human beings. Their perceptions are translated into quantifiable data, which is then treated by means of different methods.

The classical method is descriptive analysis, which aims to describe the sensory characteristics of a product and use them to quantify the sensory differences between products [11]. Different implementations of this method provide a quantitative description of the sensory attributes perceived by a group of expert tasters, chosen because of their sensory abilities, who are trained to describe and evaluate sensory differences among products. Such a training is a critical step in the creation of an expert panel of tasters, when tasters agree on the definitions of descriptors and the use of scales, in order to provide reliable and consistent results.

However, this training can be long and costly, making it less suitable for certain industries like the wine industry. There, sensory characterization is usually performed by the oenologist in charge of the winery, for whom it is difficult to enrol in a panel requiring a regular activity during a long time. Thus, in the last years several alternative methods have been proposed, aiming to provide a fast sensory positioning of a set of products, in order to avoid the most time-consuming steps in classical methods. A prominent one among these alternatives is Napping® [12]. In a single session, all the products are provided simultaneously to the tasters, who represent the sensory distances between products by positioning them on a tablecloth. Products which are perceived as similar should be positioned close to each other, while products perceived as different should be positioned far enough. Each
two of them according to a chosen proximity criterion. These graphs have been widely used in order to analyze the relative position of points, for instance looking for clusters or spanning structures. See [1, 7] and the references therein. Thus, it seems natural to use them in order to analyze the data collected by a tablecloth method for sensory analysis, like Napping®. Among the many different types of proximity graphs, we have chosen the following:

**Nearest Neighbor Graph (NNG):** Each point is joined to the closest among the remaining points [14].

**k-Nearest Neighbor Graph (k-NNG):** In this generalization of the NNG, each point is joined to the k closest among the remaining points.

**Minimum Spanning Tree (MST):** Among the trees passing through all the given points, the MST is the one which minimizes the sum of edge lengths [10].

**Relative Neighborhood Graph (RNG):** This graph, introduced by Toussaint [15], joins two points \( P, Q \) if there is no point whose distances to both \( P \) and \( Q \) are smaller than the distance \( d(P, Q) \).

**k-Relative Neighborhood Graph (k-RNG):** The generalization of the RNG which allows up to \( k \) points with distances to both \( P \) and \( Q \) smaller than \( d(P, Q) \).

**Gabriel Graph (GG):** In this graph two points \( P, Q \) are joined if there is no other point inside the closed disk which has the segment \( PQ \) as diameter [5].

**k-Gabriel Graph (k-GG):** Generalization of the GG allowing up to \( k \) points to lie inside the closed disk.

**Delaunay Triangulation (DT):** Three points \( P, Q, R \) form a triangle precisely if their circumcircle does not contain any other point [3].

**k-Delaunay Triangulation (k-DT):** Generalization of the DT allowing up to \( k \) points to lie inside the closed disk.

**\( \beta \)-skeleton (\( \beta \)-SK):** A family of proximity graphs, one for each value of \( \beta \geq 0 \), see [9] for more details. For \( \beta = 1 \) we get the GG. For \( \beta = 2 \) we get the RNG.

**Unit Disk Graph (UDG):** In this graph two points \( P, Q \) are joined if the distance \( d(P, Q) \) between them is no greater than a fixed threshold [2].

### 3 The SensoGraph application

SensoGraph is an application, still under development, which aims to use proximity graphs for the analysis of data collected from tablecloth sensory methods like Napping®. The interface intends to be intuitive and easy to use, so that no special knowledge is needed.

Tasting data are stored in the form of an \( m \times 2n \) matrix, in which there is a row per product and a pair of columns per taster, storing the two coordinates assigned to the corresponding product. In a first screen, this matrix can be manually created or inserted from a CSV file, according to the IETF RFC 4180 standard. After insertion, the matrix can be modified by adding or removing rows or columns, as well as by editing an individual entry. See Figure 1.

Figure 1: Matrix of tasting data.

After accepting the data matrix, a new screen is shown. There, the user can choose a type of proximity graph among the ones specified in Section 2. For those proximity graphs depending on a parameter, \( k \)-NNG, \( k \)-RNG, \( k \)-GG, \( k \)-DT, \( \beta \)-SK, and UDG, the user can change the value of the parameter. Furthermore, the application allows to intersect any of the graphs considered with the UDG, in case the user wants to avoid too long edges.

For the given choice of a type of proximity graph, the application generates the graph for each of the taster’s tablecloths. The user can choose a taster and check its tablecloth and the resulting graph. When visualizing a tablecloth, it is also possible to change the type of proximity graph, in order to check the differences between them. See Figure 2.

Figure 2: Tablecloth for taster number 2 with the UDG for radius 10.
Furthermore, chosen a type of proximity graph, the user can also merge all the tablecloths and their corresponding graphs into a single, global, picture. There, every edge is shown with a thickness, computed according to a simple function: The thickness corresponds to the number of tasters for which that edge appears in the proximity graph. This representation encodes the global opinion of the panel of tasters, so that those products perceived as similar are joined by thicker edges, while products considered different are joined by thinner edges (or even not joined at all).

In order to position the vertices of this global picture, SensoGraph considers the edges like springs which try to approach their endpoints, with a thickness proportional to the edge thickness. Thus, vertices joined by thicker edges become closer than those joined by thinner edges. In this new picture, the products considered similar by the panel of tasters can be recognized not only by the thickness of the edge between them, but also by their mutual distance, see Figures 4, 6, and 8. Such a positioning is performed by a slight adaptation of the algorithm by Kamada and Kawai [8].

Since some types of proximity graphs insist in joining vertices which are far apart, SensoGraph offers a second way of computing the thickness of an edge. The distance function also looks only at the edges appearing in the proximity graph chosen but, in addition, it takes into account their length, decreasing the contribution of long edges to the total thickness. As mentioned above, the user can also choose to discard too long edges, by intersecting any of the proximity graphs with the UDG.

Furthermore, the user can also peel the graph in the global picture, by removing edges below any chosen thickness, in order to keep only the most relevant ones.

4 Experimental results

Eight wines from the Toro region, elaborated using different yeasts during the alcoholic fermentation, were considered. Two panels, of twelve non-trained tasters each, were selected. The experts panel was composed by people, mainly young, with some knowledge of the techniques for sensory analysis of wines. The non-experts panel was composed by plain consumers, with different ages and levels of knowledge. Each of the panels performed a session of Napping®, and the experts panel repeated for a second session, in order to check for improvements due to such a slight training.

The data from those three sessions was then processed both by multiple factor analysis (MFA) [6], as usual in Napping®, and by SensoGraph. Figures 3 to 8 show the results obtained, with SensoGraph using GG and the simple thickness function.
Among the three sessions performed, the most representative results of Napping® were those from the repetition of the experts panel. Figure 5 shows a 35.25% of the variation explained by the first dimension and a 26.23% of the remaining variation explained by the second dimension, for a total inertia of 61.48%. Being this the session for which Napping® is most reliable, it is the one chosen to compare with the results provided by SensoGraph.

For that session, using SensoGraph with the simple thickness function provides the same clusters as Napping® for all the graphs considered except for NNG, which has too few edges, and for k-DT, which has too many edges. Using the distance thickness function does not change the elements in the clusters, although the whole picture appears expanded and highlights only the strongest connections between different clusters. Furthermore, it improves the results for the extreme cases above, leading to the same clusters as Napping® for k-DT and palliating the differences for NNG.

A possible advantage of SensoGraph is giving other kind of information than Napping®. Apart from providing several types of proximity graphs and parameters to test with, SensoGraph shows how the different clusters are connected. For an example, Figures 5 and 6 lead to the same three clusters, but only the one from SensoGraph shows that they are actually quite connected, reflecting the fact that all the wines considered were actually quite similar [6].

5 Acknowledgements

The authors want to gratefully thank Ferran Hurtado for proposing them the use of proximity graphs in order to analyze data from tablecloth methods.

References


Simulated Annealing applied to the MWPT problem

E.O. Gagliardi, M.G. Leguizamón, and G. Hernández

Universidad Nacional de San Luis, Argentina
Universidad Politécnica de Madrid, España

Abstract

The Minimum Weight Pseudo-Triangulation (MWPT) problem is suspected to be NP-hard. We show here how Simulated Annealing (SA) can be applied for obtaining approximate solutions to the optimal ones. To do that, we applied two SA algorithms, the basic version and our extended hybrid version of SA. Through the experimental evaluation and statistical study we assess the applicability and performance of the SA algorithms. The obtained results show the benefits of using the hybrid version of SA to achieve improved and higher quality solutions for the MWPT problem.

Introduction

A pseudo-triangle is a simple polygon with three convex vertices, and a pseudo-triangulation is a partition of a planar region into pseudo-triangles. See [9] and [10] for surveys about theory and applications, with several interesting results that include combinatorial properties and counting of special classes, rigidity theoretical results, and representations as polytopes, among others.

Optimization problems related to pseudo-triangulations are interesting under several optimality criteria. In this work, we consider the optimality criterion for pseudo-triangulations refereed as Minimum Weight. The weight of a pseudo-triangulation is the total length of their edges. Minimizing the total length is one of the main optimality criteria that provides a quality measure. This formulation is known as the Minimum Weight Pseudo-Triangulation (MWPT) problem. The complexity of the MWPT problem is unknown as it is assumed to be in NP-hard class [6].

Indeed, since no polynomial algorithm is known,

approximate solutions of high quality are difficult to obtain by deterministic methods. Thus, we consider approximation algorithms. These algorithms are capable of obtaining approximate solutions to the optimal ones and they can be easily implemented for finding good solutions in NP-hard optimization problems [8].

In this work, we propose the use of Simulated Annealing (SA) for finding high quality pseudo-triangulations of minimum weight. For this, we investigate its application through an experimental study and an extended statistical analysis of the results. We have implemented the algorithms involved and additionally, generated our set of instances. Non-parametric statistical tests were applied for assessing the performance of the algorithms implemented.

Our recent work on this research, [4] and [5], summarize successive stages of this research using a different metaheuristic. The preliminary results obtained at the initial phase guided to apply a more methodological approach in this research.

This paper is organized as follows. Section 1 describes a general overview of the SA metaheuristic and the main algorithms. Section 2 describes the experimental design, and Section 3 presents the experimental evaluation and statistical analysis. Lastly, Section 4 is devoted to the conclusions.

1 Simulated Annealing

Simulated Annealing applied to optimization problems emerges from the work of S. Kirkpatrick et al. [7] and V. Černý [2]. SA is based on the principles of statistical mechanics whereby the annealing process requires heating and then slowly cooling a substance to obtain a strong crystalline structure. This case is based in an extension of local search (a trajectory-based approach) to solve combinatorial optimization problems. Without loss of generality, the strategy is good for optimization problems, since SA has an explicit strategy to escape from locally optimal solutions. SA introduces a control parameter, $T$, called temperature or cooling schedule, whose initial value should be high and should decrease during the search process. The search process is done according to the
execution of several iterations of the algorithm until a termination condition is achieved.

In order to apply SA to the MWPT problem it is necessary to define some components of a SA by specifying the following parameters: solution space \( S \), objective function \( f \), neighborhood of a solution \( N(S) \), initial solution \( S_0 \), initial temperature \( T_0 \), temperature decrement rule \( R \), number of moves at each temperature \( M(T_k) \) (length of the Markov chain), acceptance function, and termination condition. The objective of this study is assessing through a rigorous experimental study the applicability and respective performances of MWPT-SA and MWPT-SA-2P for the MWPT problem. Next, we describe the common components taken into account in the experimentation.

1.1 The MWPT-SA Algorithm

This algorithm is the result of two combined strategies: random walk and iterative improvement, commonly named diversification and intensification. The search has two phases. The first phase consists of the exploration of the search space; however, this behavior is slowly decreased, leading the search to converge to a local minimum, i.e., phase of iterative improvement. At each iteration, a neighbor of the neighborhood is randomly chosen. The neighborhood of a pseudo-triangulation is obtained by application of edge flips on two adjacent pseudo-triangles [1]. The moves that improve the cost function are always accepted. Otherwise, the neighbor is selected with a given probability that depends on the current temperature. The basic outline is illustrated in Algorithm 1 (MWPT-SA).

Algorithm 1 MWPT-SA

```
Generate an initial solution \( S_0 \) \( S \)
Set the initial temperature to \( T_0 \)
\( k \leftarrow 0 \)
\( c \leftarrow 1 \)
while termination condition not met do
\( c \leftarrow c + 1 \)
while \( c < M(T_k) \) do
\( S_j \leftarrow N(S_0) \subset S \)
Evaluate \( \delta = f(S_j) - f(S_i) \)
if \( \delta < 0 \) then
\( S_i \leftarrow S_j \)
SaveBestSoFarSolution
else
\( S_i \leftarrow S_j \) with probability \( p(T_k, S_i, S_j) \)
end if
\( k \leftarrow k + 1 \)
Decrease temperature \( T_k \)
end while
```

Algorithm 1 (MWPT-SA) starts with an initial solution \( S_0 \) \( S \), which can be randomly or heuristically constructed. Then, it initializes the temperature with value \( T_0 \). \( M(T_k) \) is the number of iterations for temperature \( T_k \). At each inner iteration, a new solution \( S_j \in N(S_i) \) is randomly generated. If \( S_j \) is better than \( S_i \), then \( S_j \) is accepted as the current solution. Otherwise, the move from \( S_i \) to \( S_j \) is an uphill move, and \( S_j \) is accepted with a probability computed according to the acceptance function. Finally, the value of \( T_k \) is decreased at each outer iteration, controlled by variable \( k \). The algorithm continues in this way until the termination condition is met.

1.2 The MWPT-SA-2P Algorithm

This is an extend scheme, called MWPT-SA-2P algorithm, which was designed considering the cooling schedule of MWPT-SA. The cooling schedule is used for balancing between diversification and intensification, by allowing to return to previous stages. In this manner, the performance of MWPT-SA is improved. Indeed, escaping from the area of low quality in the phase of diversification was sometimes almost impossible for the basic algorithm. Then it is necessary to have the possibility of exploring other regions of the search space. The basic outline is illustrated in Algorithm 2. The algorithm introduces an additional variable (named \( previous \)) in order to incorporate a control over the trajectory. This variable allows to know which is the parameter setting of the algorithm running where the best so far solution has been found.

Algorithm 2 MWPT-SA-2P

```
Generate an initial solution \( S_0 \) \( S \)
Set the initial temperature to \( T_0 \)
\( k \leftarrow 0 \)
while termination condition not met do
\( c \leftarrow c + 1 \)
while \( c < M(T_k) \) do
\( S_j \leftarrow N(S_0) \subset S \)
Evaluate \( \delta = f(S_j) - f(S_i) \)
if \( \delta < 0 \) then
\( S_i \leftarrow S_j \)
SaveBestSoFarSolution
\( T_{previous} \leftarrow T_k \)
else
\( S_i \leftarrow S_j \) with probability \( p(T_k, S_i, S_j) \)
end if
\( k \leftarrow k + 1 \)
end while
if the best so far solution was updated then
Decrease temperature \( T_k \)
end if
if it is the first pass on \( T_k \) then
Return to previous temperature \( T_{previous} \) and
Do the second pass
end if
end while
```

Algorithm 2 (MWPT-SA-2P) controls, before decreasing the temperature, whether during the current temperature \( T_k \) the algorithm has found a better solution than the best so far solution. If not, the process returns to a state refereed as the previous tem-
perature, named $T_{\text{previous}}$, where the best so far solution was found. From that state, the algorithm chooses moves for walking in other directions for exploring other areas of the unexplored solution space. In this case, the SaveBestSoFarSolution process saves the best solution found for all cycles so far and the corresponding temperature $T_{\text{previous}}$. The amount of repetitions to get through $T_k$ was experimented, and we conclude that a maximum of two is enough. As the title suggests, 2P in MWPT-SA-2P stands for double pass, as the algorithm returns at most once on the path traveled.

2 Experimental Design

Representation. The pseudo-triangulations are planar subdivisions induced by planar embeddings of graphs. For their representation we use a Doubly-Connected Edge List (DCEL) [3]. For evaluation purposes in SA, a solution must be transformed from the DCEL into a $n \times n$ matrix, where $n$ is the number of points.

Objective Function. The weight of a pseudo-triangulation $PT$, named $f_w(PT)$, is the sum of the euclidean lengths of all the edges of $PT$.

Instances collection. An ad-hoc software was designed and implemented by the authors for generating the collection of problem instances, each one being a set $P$ of $n$ points in the plane. A collection of ten (10) instances of size $n$ were generated, with $n$ equal to 40/80/120. Each one is called LD$n_i$, $1 \leq i \leq 10$. The points were randomly generated, uniformly distributed, with coordinates $x, y \in [0,1000]$. For implementation purposes, there are no colinear points.

Parameter Settings for the SA algorithms. The proposed algorithms were executed thirty (30) times using different random seeds for the complete collection of instances. The initial solution is a pseudo-triangulation. We consider two types of initial solutions for MWPT-SA-2P; the initial pseudo-triangulation is: a) a randomly generated solution and b) a pseudo-triangulation obtained by the GPT algorithm [4]. The initial temperature $T_0$ depends on the number $m$ of edges in the initial solution and the objective function $f_w$. $T_0 = m \times l$, where $l$ is the average length of the edges of the initial solution. The number of moves at each temperature $N(T_k)$ is $N(T_k) = T_k$ ensuring that the amount of moves is directly proportional to the actual temperature. In each case, for the Temperature decrement rule $R$, three different types of rules were considered: (i) Fast Simulated Annealing ($T_{k+1} = \frac{T_k}{1 + \alpha}$); (ii) Very Fast Simulated Annealing ($T_{k+1} = \frac{T_k}{\alpha}$); and (iii) Geometric Decrease ($T_{k+1} = \alpha T_k$, where $\alpha \in [0,1]$). The Geometric cooling scheme had the best performance according to previous experiments, therefore it was chosen for the study presented in this work. For this cooling scheme, we consider $\alpha = 0.8, 0.9$, and 0.95. The setting $\alpha = 0.95$ was chosen due to its high performance. For the termination condition, the search process is finished when the temperature is less than or equal to $T_f = 0.005$.

Resources. The algorithms were implemented in C and, for the statistical analysis, MATLAB was used.

3 Experimental Evaluation and Statistical Analysis for the proposed SA algorithms

This section shows the applicability of MWPT-SA and MWPT-SA-2P algorithms through experimental evaluation. The initial solution can be a randomly solution generated, or a greedy pseudo-triangulation obtained by the GPT algorithm. SA using the last strategy for generating the initial solution can be considered a hybrid approach. We reference the MWPT-SA-2P algorithm as MWPT-SA-2P-RPT (RPT stands for Random Pseudo-Triangulation) or MWPT-SA-2P-GPT (GPT stands for Greedy Pseudo-Triangulation). The experimental and statistical study considers the mentioned set of instances, the best objective, median, average, and standard deviation values. Using Kolmogorov-Smirnov test, we detect that the obtained values do not follow a normal distribution, then non parametric statistical tests were applied to determine if there is significant difference between algorithms. Wilcoxon rank-sum test was applied for allowing systematic pairwise comparisons and assessing whether one of two samples of independent observations came from populations with the same median. MWPT-SA and MWPT-SA-2P-RPT were compared, being the the null hypothesis rejected in all cases. The test rejected the null hypothesis of equal medians with $p$-value less than 0.01 in all cases. Then, MWPT-SA-2P-RPT and MWPT-SA-2P-GPT were compared, and also the the null hypothesis rejected at all cases, showing the best performance of MWPT-SA-2P-GPT over MWPT-SA-2P-RPT. Figures 1 and 2 display another perspective of the algorithms behavior.

The comparison between MWPT-SA-2P-GPT and GPT algorithms can be observed in Figure 3.

It is also important to highlight that MWPT-SA-2P-GPT achieved objective values that exceed the values obtained by GPT by between 14% and 71%. The SA algorithms have best behavior with respect to GPT. The objective values of the solutions obtained by the greedy algorithm have low quality with respect to those found by the SA algorithms. In summary, among the proposed algorithms, MWPT-SA-2P-GPT achieves the best performance, obtaining the highest quality solutions.
4 Conclusions

Our contributions show how SA can be applied to the MWPT problem. We have developed MWPT-SA, MWPT-SA-2P-RPT, and MWPT-SA-2P-GPT algorithms. All claims were corroborated by the experimental study and the respective statical tests. Our conclusions lead us to propose the use of MWPT-SA-2P-GPT for suitably solving MWPT.
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In addition, the computational effort of the proposed algorithms applied to the MWPT problem are compared and analyzed. The metaheuristic algorithms consume much more computational resources than a greedy algorithm, but their advantage is that they are capable of achieving solutions of much higher quality. Considering the results obtained and showed in previous subsections for all strategies, Table 1 shows the average runtimes of the mentioned algorithms.

<table>
<thead>
<tr>
<th>Instance</th>
<th>MWPT-SA</th>
<th>MWPT-SA-2P-GPT</th>
<th>GPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>11679</td>
<td>27210</td>
<td>69</td>
</tr>
<tr>
<td>80</td>
<td>25376</td>
<td>33293</td>
<td>83</td>
</tr>
<tr>
<td>120</td>
<td>48342</td>
<td>51646</td>
<td>94</td>
</tr>
</tbody>
</table>
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Abstract

A web-based system that determines point/curve and curve/curve bisectors in a dynamic geometry system in a completely automatic way is presented. The system consists of an interactive drawing canvas where the bisector is displayed together with the initial point/curve elements. Algebraic methods are used to provide the equation of an algebraic variety containing the bisector. A numeric approach is followed to provide the graph of the semi-algebraic subset corresponding to the true bisector. It is based on the free dynamic geometry system GeoGebra and the open source computer algebra system Sage.

Introduction

A Dynamic Geometry System (DGS) is a computer application that allows the on-screen drawing of (generally) planar geometric diagrams and the manipulation of these diagrams by mouse dragging. The first standard systems to appear (in the late 80’s) were Cabri in France [10] and The Geometer’s Sketchpad in USA [9]. Nowadays special mention deserves GeoGebra [6], whose free software model and effective community development has resulted in a spectacular world wide distribution.

From the beginning, DGS have been the paradigm of new technologies applied to Math education. However, most DGS rely on numeric computations and approximate graphs, which make them prone to inaccuracies. Moreover, their lack of symbolic tools prevent DGS from realizing a thorough algebraic treatment of geometry.

In this work we develop a symbolic treatment of bisectors in the plane (locus set of points equidistant to two geometrical elements).

In [1], symbolic algorithms to determine algebraic descriptions of point/curve and curve/curve bisectors are described. In this note we present the implementation of these algorithms in an open web-based system in which symbolic capabilities are added to the DGS GeoGebra by connecting it (remotely) to the Computer Algebra System (CAS) Sage [13].

The presented prototype is based on the remote use of Sage rather than GeoGebraCAS [8], the CAS available within GeoGebra, due to higher versatility of Sage, that includes multiple specialized software packages. The prototype wants to illustrate a general philosophy of DGS-CAS connection that we find more appropriate to implement with the most general systems possible. For this same reason, direct use of Python from GeoGebra has not been considered.

Together with these symbolic web applications, numeric graphic alternative tools are provided to visualize a bisector when the exact symbolic computation of its algebraic description is not computationally possible.

1 Bisectors

Given two geometrical elements (points, curves, surfaces, etc.), their bisector is the locus set of points equidistant to them. We consider bisectors of two geometric objects $O_1$ and $O_2$ in the Euclidean 2-space $E^2$, where each object is a point or an algebraic curve (see for instance Figure 1). Bisectors play an important role when constructing Voronoi diagrams, medial axis transformations and in a variety of algorithms related to shape decomposition (see [12]). A systematic study of plane bisectors can be traced back to [4], where the curves are parametrically described, and [7], where a set containing the bisector is obtained by solving a system of nonlinear equations.

Standard DG systems do not consider bisectors. Besides the usual computation of the parabola via its focus and directrix, there are not other primitives for such computations. Nevertheless, the bisector of a point and a linear object in a DG environment can be partially determined through an elementary locus operation. Since a bisector point is the center of a circle
tangent to the linear object and passing through the point, the locus tool can suggest a graphical path containing the bisector. Similarly, following the symbolic locus approach in [2], an algebraic variety containing the bisector can be found by solving the corresponding nonlinear polynomial system. We refer to this set as the algebraic or untrimmed bisector.

In [1], a mixed algebraic-numeric approach for the study of bisectors of points and lines within a DGS is sketched. More precisely, elimination techniques are used for obtaining the detailed description of a bisector. Since the complete bisector description falls out of the algebraic setting, a numerical approach to trim the algebraic bisectors is shown to provide an easy generation of bisectors.

More concretely, the following is the algorithm proposed to compute point/curve bisectors:

**Input:** curve \( c : f(x, y) = 0 \), point \( A \)

Step 1: Compute (symbolically) the untrimmed (algebraic) bisector of \( A \) and \( c \)

Step 2: Define this object as an implicit curve \( d \)

Step 3: Construct a point \( B \) on \( d \)

Step 4: Construct the point \( D \) on \( c \) closest to \( B \)

Step 5: If \( D \) and \( A \) are at the same distance from \( B \), then construct the point \( E, E = B \)

**Return:**

i) the locus graphic object truelocus of \( E \) when \( B \) moves along \( d \)

ii) the equation(s) of the untrimmed bisector

Moreover, to compute the untrimmed bisector in step 1, a solution based on the remote use of a CAS is indicated.

The system presented here results mainly from the implementation of these algorithms in a web system with a GeoGebra applet through an automatic connection with a remote Sage server.

Determining the algebraic description of some bisectors is computationally out of reach. To obtain the graph of these bisectors we provide an alternative numerical method based on the dynamic color property of GeoGebra whose details can be found in Section 2.2.

![Figure 1: Bisector (dotted) of a line and an ellipse.](image1)

![Figure 2: Algebraic bisector (red dotted) and true trimmed bisector (black dotted) of point \( A(1,0) \) and curve \( y^2 = x^3 \).](image2)

## 2 System Description

The system consists of two main web applications corresponding to the symbolic treatment of point/curve and curve/curve bisectors. Moreover, two auxiliary web applications showing a graphic illustration of a bisector are also provided. They all have been included in a simple web page together with examples and instructions freely available at [15].

All four applications consist of a drawing canvas where the bisectors are displayed together with the initial elements. They all are based on the DGS GeoGebra and the CAS Sage.

GeoGebra is a free DGS with multiple representations of objects in different windows: graphics, algebra, and spreadsheet. Its remarkable world wide use makes GeoGebra a de facto standard in the field. Sage is an open source CAS that integrates more than 100 open-source packages (including Singular).

### 2.1 Symbolic web applications

After the user has input the point and the curve in the applet, he/she just has to press the 'Find bisector' button. The [sagecell server](http://aleph.sagemath.org) is then used to remotely obtain an algebraic variety containing the bisector whose graph is input in the applet. To determine the true (trimmed) bisector, a numeric comparison of distances is carried out. Figure 2 shows how the answer provides both the algebraic description of the bisector together with the true (trimmed) bisector.

The algebraic treatment of the geometric data obtained from the applet is done in Sage with some ad-hoc Python code composed of several hundred lines of
code. More precisely, once the data are sent to Sage, the appropriate variables are initialized and the ideal corresponding to the task is generated. Singular (a CAS included in Sage with special emphasis on commutative algebra) is then called to basically compute a Groebner basis for this ideal.

It has to be noted that the integration of GeoGebra and Sage has been implemented without losing interactivity. The DGS-CAS communication is synchronous. That is, changing an element in the GeoGebra construction does automatically trigger the corresponding update on the Sage side.

The structure of the symbolic web application for the computation of simple curve/curve bisectors is similar. It implements in a GeoGebra applet the analytic method sketched in [1] (algorithm 1, Section 3).

2.2 Graphic web applications

In the case of bisectors, even point/curve bisectors in simple situations can be very involved. For instance, the bisector of the point (2, 2) and the curve \( y = x^2 + 2 \) is a polynomial of degree 20 with more than 150 terms.

A curve/curve bisector is symbolically computed as the intersection of two envelopes (see [3]), each one previously obtained with an elimination procedure using Groebner bases. This makes the process too complex for the symbolic computation of bisectors of curves other than lines and circles with current algorithms and standard hardware.

When obtaining the algebraic description of a point/curve or curve/curve bisector is not possible, two web applications providing a graphic illustration of the bisector have been implemented, one for each type of bisector.

The idea of these graphic applications is to scan the different 1-pixel points in the applet to change their RGB color code. The color of a point \( P \) is changed according to a formula related to the distances to, for instance, curves \( a \) and \( b \), in such a way that the closer the value \( \text{distance}(P, a) \) is to \( \text{distance}(P, b) \) the whiter the point \( P \) becomes. Figure 3 shows a point/curve and a curve/curve bisector as graphed by the applications.

This idea, based on the dynamic color property of GeoGebra, was first used by R. Losada [11]. Nevertheless, this approach should be taken with care. Given the numerical character of the application, misleading answers can be returned.

3 Point/Curve Bisectors

In Figure 2 above we have already seen how the answer given by the application provides a complete description of the bisector of a point and a curve, both algebraically and graphically. Here we give a rough description of the method.

If the curve is non-singular, obtaining the algebraic bisector is a direct application of the elementary method for computing bisector points. Each bisector point must lie on the intersection of the normal line to the curve by a generic point on it, and the perpendicular bisector of this point and the given one. Computing the locus of these points we get the algebraic bisector, which will be trimmed in a subsequent step. Note that if the initial point lies on the curve itself, the bisector is contained in the normal line to the curve, as noted in [5]. However, if the curve is singular, the normal line will remain undefined when the generic point is a singular one, thus including a spurious factor (the perpendicular bisector of the singular point and the initial point) in the elimination result. Nevertheless, after the trimming process, all but a finite number of points in this perpendicular bisector will be excluded.

If the initial point is a singular point on the curve, the normal line will be undefined and the perpendicular bisector will be the whole plane, so the process returns the ideal \( \langle 0 \rangle \) after elimination. In this case, the trimming procedure does not have a proper variety to trim, since the algebraic bisector is the whole plane. Following [7], we exclude the singular points from our locus finding algorithm. In this way, the application returns some partial information about the bisector. For instance, we have a bi-dimensional bisector for the curve \( y^2 = x^3 \) and the point \( (0, 0) \) as shown by the point/curve graphic application in [15] (Figure 4, left). In this case, the symbolic web application provides the algebraic description of the boundary of this bi-dimensional bisector (Figure 4, right).

As a conclusion, we note that the proposed applications deal efficiently with regular curves, while for singular ones the results, although sometimes clever, must be taken with caution. The final decision about bisectors in such cases should be guided by an ad-hoc and specific study. The automatic determination of the bisectors in these cases is work in progress.
Figure 4: 2D bisector of curve $y^2 = x^3$ and its cusp (0, 0) (left) and its boundary (right).

Figure 5: Algebraic bisector (dotted red) and true trimmed bisector (dotted black) of circles $(x + 4)^2 + y^2 = 8$ and $(x - 2)^2 + y^2 = 36$.

4 Curve/Curve Bisectors

As mentioned above, for algebraic curves of low degree the symbolic application for the computation of curve/curve bisectors in [15] provides an algebraic variety where the bisector lies. This algebraic bisector is then trimmed numerically within GeoGebra to display the true bisector.

Figure 5 shows the algebraic bisector and true bisector of the intersecting circles $(x + 4)^2 + y^2 = 8$ and $(x - 2)^2 + y^2 = 36$ as provided by the prototype.

For curves of higher degree, the computation of the algebraic bisector is (currently) computationally out of reach. In these cases we have already seen in 2.2 how the graphic web application allows the display of curve/curve bisectors for curves of any degree (see Figure 3).

5 Conclusion

The prototype presented provides tools for the study of bisectors in the plane (point/curve and curve/curve). Complete graphic information is provided together with an exact algebraic description when computationally possible.

The system, web-based and interactive, shows the power of the remote automatic connection of CAS and DGS. Moreover, the exclusive use of free software, shows that it can be done without resorting to expensive commercial systems.
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Abstract
We present a practical Java tool for simulating synchronized distributed algorithms on sets of 2- and 3-dimensional square/cubic lattice-based agents. This AgentSystem assumes that each agent is capable to change position in the lattice and that neighboring agents can attach and detach from each other. In addition, it assumes that each module has some constant size memory and computation capability, and can send/receive constant size messages to/from its neighbors. The system allows the user to define sets of agents and sets of rules and apply one to the other. The AgentSystem simulates the synchronized execution of the set of rules by all the modules, and can keep track of all actions made by the modules at each step, supporting consistency warnings and error checking.

Our intention is to provide a useful tool for the researchers from geometric distributed algorithms.

Introduction

Mainly due to their scalability, distributed algorithms are a powerful tool for the control of self-organizing systems. One of the most interesting examples of a field of application is the control of modular robotic systems and, in particular, the development of geometric algorithms for their locomotion, reconfiguration, and self-repair. When dealing with these systems and algorithms, it is still often unaffordable to actually implement and run the algorithms on a big set of real prototypes and, in any case, it is recommended to simulate the behavior of the algorithms prior to their actual physical implementation. From a different viewpoint, frequently algorithmic results of theoretical nature are obtained but cannot immediately be translated into physical prototypes, as they may require miniaturization or precision to a level which is still out of reach. Having a simulator at hand is then very convenient. In this paper we present and describe the functionalities of a practical and very general simulator that we hope will be useful in many different research contexts. Other multi-agents simulators are available with different scopes, as for example MASON \cite{5}. Our tool supplies a framework for lattice-based modular robots. The instruction set for the modules/agents is specific, simple, and intentionally compact, as to make the use easy also for non-experts. In the following descriptions we present the 2D information followed, if applicable, by additional information needed for 3D in squared brackets.

1 The agents

The initial agents setting is stored in the file agents.txt. Each line of the file defines one agent by its initial (global) coordinates (mandatory) plus (optional) its state, its attachments and initializations for (some of) its counters. Optionally it is possible to state the size of the universe in the agents file.

\textbf{Universe size} \textit{Uxmin, maxx, miny, maxy, minz, maxz}\n
To be positioned at the beginning of the file.

\textbf{Initial (global) position} \textit{x, y, z}\n
The initial position is written as integer \textit{x}, \textit{y} [and \textit{z}]-coordinates, separated by a comma.

\textbf{State} \textit{S-..-..}\n
The state of an agent consists of exactly 5 characters, written with a leading \textit{S}.

\textbf{Attachments} \textit{A-..-..}\n
The attachments of an agent are written as \textit{A} followed by 4 [6] booleans (0 for not attached, 1 for attached), in the order north, west, east, south, above, below.

\textbf{Counters} \textit{C-..-..}\n
Each agent has 25 [45] integer counters, \textit{C00,...,C24, C25,...,C44}, which can be set to any 16-bit integer between \textit{-32767} and \textit{32767}.
The definition of what a robot may do is stored in the file rules.txt. Each rule definition consists of 4 lines:

1. the name of the rule,
2. the priority of the rule,
3. the precondition, and
4. the postcondition.

The name is a nonempty string. Priorities are used by each agent to decide which of the possible several rules that apply to its situation to execute. The priority of a rule is a positive integer between 1 and 32767.

Higher priorities win over lower ones. The precondition defines whether or not an agent may apply the rule. Finally, the postcondition defines the actions to be performed when a rule is applied to an agent.

### 2.1 Precondition

The precondition of a rule is any boolean combination of:

- compare priorities, check neighboring empty/filled positions, check own connections, match states/text or counters/integers, and compare calculation results with counters, messages and integers.

More precisely: a precondition is an AND combination of the following:

**Neighbors N___[—]**

The situation of the direct neighboring positions (north, west, east, south, above, below). For each of them, 0 denotes empty (no agent), 1 denotes filled (an agent), and * denotes indifferent.

**Empty position Edx,dy,[dz]**

An empty position requirement. Written as an E, followed by the relative coordinates of the lattice position required to be empty, separated by a comma. Alternatively instead of each value dx, dy or dz the name of any counter can be inserted, where a counter starts with a C, followed by the two digits number of the counter.

**Filled position Fdx,dy,[dz]**

A filled position requirement. The restrictions and the syntax are the same as in the Empty position condition.

**Priorities P___[—]**

Compare the priority of (the applied rule/s) of the direct neighboring agents (north, west, east, south, above, below) with the agents’ own priority. For each of them, < denotes that the priority of such agent needs to be (strictly) smaller, = denotes smaller or equal, and * denotes indifferent.

**Smaller Priority Ldx,dy,[dz]**

A (strictly) less priority agent requirement. The L is followed by the relative coordinates of the agent required to have smaller priority, separated by a comma.

The usage of counters is the same as in the Empty position condition.

**Smaller or equal Priority Qdx,dy,[dz]**

A less or equal priority agent requirement. Syntax and usage is analogous to the Smaller Priority condition.

**Attachments A___[—]**

The attachment states to the direct neighbors (north, west, east, south, above, below), where 0 denotes not attached, 1 denotes attached, and * denotes indifferent.

**State S_____**

The agent state can be required to match a simple pattern, where an asterisk matches any character.

**State of a remote agent Tdx,dy,[dz],_____**

This is a combination of the Filled position and the State precondition. Written as a T, followed by the relative coordinates of the lattice position that needs to be filled, and ended by the state that the remote agent must have. The usage of counters is the same as in the Empty position condition.

**Remote numeric comparisons**

In addition to its 25 [45] counters, every agent has 4 * 8 = 32 [6 * 3 = 18] numeric messages from its direct neighbors, denoted #01,...,#08, #w01,...,#w08, #e01,...,#e08, #s01,...,#s08 in 2D, and limited to 3 counters per direction in 3D, including #A01,...,#A03, and #B01,...,#B03. Asterisks can be used instead of a specific direction. Any of these numeric values can be required to match a pattern, where an asterisk matches any character and at most four asterisks are allowed.

**Numeric comparisons**

These options are only available in 2D. They allow to compare the first value with the second value. V indicates strictly smaller and W indicates smaller or equal. The first numeric value is a counter from a remote agent at relative coordinates dx,dy. It requires the agent to exist. The second numeric value can be a counter, a numeric message from a neighbor or any four digit number. See more details in the Numeric comparisons description.
The following two operators enable generating any boolean combination:

**Parenthesis** ( )
Group the expressions they surround.

**Negation** !
Negates the expression it precedes.

### 2.2 Postcondition

The postcondition of a rule defines the actions performed by an agent when it applies the rule. It is any AND combination of the following: change position, change attachments, modify state, compute and update counters, and send messages. More precisely:

**Position change** Pdx,dy, dz
Move the agent to the given relative coordinates. Counters can be used as in the Empty position condition.

**Attachments** A___ [__]
For each of the four [six] possible directions (in the already described order), the possibilities are: 0 detach (if attached) before moving, and stay detached afterwards; 1 detach (if attached) before moving, and attach afterwards (if possible); * detach (if attached) before moving, and attach afterwards if attached before (and possible); + stay attached along the movement. In this case, attached agents are carried along with the moving agent.

**State** S____
New state of the agent. An asterisk denotes that the according character remains unchanged.

**Messages**

- **(Text) messages to direct neighbors**
  - M*____, MN____, MW____, ME____, MS____, [MA____, MB____]
  - Send messages to neighbors (* = all).

- **Calculations on counters and numerical messages**
  - C___ _ dx, dy, C____, C___, C____
  - 2D only:
    - C___ _ dx, dy, C____, C___, C____
    - #___ _ dx, dy, C____, C___, C____
    - #___ _ C__, C__, C____, C____
    - Every calculation action starts with a position to write the result to (counter or outgoing message), followed by the operation to be performed, and two (readable) values on which the operation is performed. Possible operations are + (add), - (subtract), * (multiply), / (divide), M (modulo), A (maximum), and I (minimum). As values for an operation, either four-digit-numbers or internal counters (or one external counter, only in 2D) or incoming numerical messages can be used. The external counter is defined by first indicating the coordinates (dx, dy or C__, C__) of the agent and then the counter.

**Swap XN, XW, XE, XS, [XA, XB]**
Exchange the positions of two neighboring agents. Written as a X, followed by the desired swap neighbor.

### 3 The program flow

The program synchronously runs the rules on the agents. It starts by reading the initial setting as well as the set of rules. At every step, the following operations are performed in the order listed below. Alternatively, the order of steps 2 and 3 can be transposed by the user, if desired. It is also possible for the user to make all rules not involving position changes to be applied before those involving position changes.

1. **Check and get valid rules.** For all agents, check which rules would apply (ignoring priorities) and store valid rules sorted by priority. Store the highest priority of valid rules as current priority and set the agents priority to open. For all open priority agents sorted by priority, do until all agents have fixed priority: i) fetch current rules to current priority, and ii) check priority-conditions for all rules. If they are fulfilled, set priority to fixed. If a condition is not fulfilled, remove this rule from the specified agent and if the agents rule list is empty, reduce the current priority to the highest priority of the remaining rules. If a circular dependency between rules on different agents is detected, remove all related rules. Finally, for each agent remove all rules with priority lower than the priority of the agent.

2. **Perform actions.** For all agents, for all previously stored rules for the agent, perform applicable actions in the following order: i) detach, ii) compute attachment decisions, iii) change position (includes collision detection test), iv) update attachments, v) update state, and vi) swap agents.

3. **Compute calculations and send messages.** For all agents and for all previously stored rules for the agent, do all calculations (in the order they are listed in the rule) and send numerical messages and all text messages to the post-office. Then, deliver all messages from the post-office to their recipients.

### 4 The interface

The main window of the program consists of a menu and a tabbed panel with five tabs, as can be seen in the topmost portion of Figure 1.

**Universe.** This tab allows to visualize the agents as they apply the rules. The algorithm can be visualized
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step by step or can be let to run, it can be stopped, and it is also possible to jump one or more steps forwards and backwards. In addition to the colors that can be used to distinguish the agents’ states and their attachments, clicking on an agent allows to show its id, position, attachments, state, counter values, messages, and current priority. Zooming and translating the scene is always possible. In the 3-dimensional simulator rotations are also possible. Figure 1 shows a screen shot of the universe of the 2D simulator, in which the information of one of the agents can be seen. The universe panel also shows the current number of iterations, and all warning and error messages.

Figure 1: A screen shot of the program, showing the visualization of a set of rules running on a set of agents.

Agents and Rules. The tab consists of two text panels. The left one shows the agents file, the right one shows the rules file. Both files can be independently loaded, modified and saved. Editing shortcuts are provided. When saving any of the files, inconsistencies and syntax errors are detected and marked. See Figure 2 for an illustration.

Figure 2: A screen shot of the panel showing the current agents (left) and rules (right). An error detection is shown.

Log tabs. There are three log tabs, each showing the corresponding file. The actions.log file stores the information of the rules applied by all agents at each iteration. The positions.log file stores the complete information of all agents at each iteration (position, state, attachments, counters, etc.). The error.log file stores all error messages at each iteration.

Agents generator. This tab allows to graphically generate or modify a set of agents, together with their attachments, states and counters.

5 Implemented algorithms

We have designed and implemented a large set of distributed algorithms, and we have run them on different configurations of agents. The implemented algorithms cover tasks from self-organization to self-reconfiguration. Self-organization includes: choosing a leader, building a spanning tree, counting the number of agents, and computing the minimum bounding box. All these self-organization tasks refer to connected sets of agents. Details can be found in [4]. Among the self-reconfiguration algorithms, we have implemented generic reconfiguration strategies for arbitrary connected shapes either assuming linear force per module [4], inspired by the centralized algorithm proposed in [1], or only constant force [3], following [2]. In addition, we have also implemented path finding algorithms, as well as some screen-saver-like amusement ones.

6 Conclusion

Our simulator is robust, and it is our strong belief that it will be useful to researchers wishing to run experiments on a wide range of distributed algorithms for self-organizing agents. For practical purposes the system scales linearly in $nk$, where $n$ is the number of agents and $k$ is the number of rules.

We therefore offer both the simulator and the aforementioned examples to the scientific community. They can be downloaded from the web page [6], which also includes i) the source files, ii) a user guide, and iii) the details of the already implemented algorithms.
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Abstract

Given a set \( P \) of points in \( \mathbb{R}^d \), a convex hole (alternatively, empty convex polytope) of \( P \) is a convex polytope with vertices in \( P \), containing no points of \( P \) in its interior. Let \( R \) be a bounded convex region in \( \mathbb{R}^d \). We show that if \( P \) is a set of \( n \) random points chosen independently and uniformly over \( R \), then the expected number of vertices of the largest hole of \( P \) in its interior is \( \Theta(\log n / \log \log n) \), regardless of the shape of \( R \). This generalizes the analogous result proved for the case \( d = 2 \) by Balogh, González-Aguilar, and Salazar.

Introduction

Given a set \( P \) of points in \( \mathbb{R}^d \), a convex hole (alternatively, empty convex polytope) of \( P \) is a convex polytope with vertices in \( P \), containing no points of \( P \) in its interior.

Recently, we showed that the expected size of the largest convex hole in a random \( n \)-point set in the plane is \( \Theta(\log n / \log \log n) \) [3]. One anonymous referee of this paper asked if this could be generalized to \( d > 2 \) dimensions. Joe O’Rourke asked the same question in MathOverflow, and Douglas Zare replied that the \( \Omega(\log n / \log \log n) \) lower bound carries over easily to the \( d \)-dimensional case [10]. At the end of his reply, Zare wrote: “I don’t know whether their upper bound also holds for higher dimensions, but I suspect that it does.”

Our aim in this note is to show that, indeed, the upper bound also holds for higher dimensions. Thus, our main result is:

\textbf{Theorem 1} Let \( d \geq 2 \) be an integer, and let \( R \) be a bounded convex region in \( \mathbb{R}^d \). Let \( R_n \) be a set of \( n \) points chosen independently and uniformly at random from \( R \), and let \( \text{Hol}(R_n) \) denote the random variable that measures the number of vertices of the largest convex hole in \( R_n \). Then

\[ \mathbb{E}(\text{Hol}(R_n)) = \Theta\left( \frac{\log n}{\log \log n} \right). \]

Moreover, a.a.s.

\[ \text{Hol}(R_n) = \Theta\left( \frac{\log n}{\log \log n} \right). \]

The proof, which is an immediate consequence of Theorems 2 and 3 below, follows very closely the main ideas of the proof of [3, Theorem 3]. Indeed, the strategy and the main ideas are so close that it seems best to follow as closely as possible the structure of [3]. As we shall see below, some of the results proved in [3] follow without any modification to arbitrary dimensions. The main adaptations needed are:

1. a generalization of the results in [3, Section 2] to \( d > 2 \) dimensions, to approximate convex sets in \( \mathbb{R}^d \) with lattice polytopes; and
2. an adaptation to \( d > 2 \) dimensions of the results on the probability that a random \( n \)-point set is in convex position, from the exact results of Valtr [11, 12] in \( \mathbb{R}^2 \) to the asymptotic results of Bárány [6] in \( \mathbb{R}^d \), for any \( d \geq 2 \).

The workhorse for the proof of Theorem 1 for arbitrary regions \( R \) is the following statement, which takes care of the particular case in which \( R \) is a parallelotope.

\textbf{Theorem 2} Let \( R \) be a parallelotope in \( \mathbb{R}^d \). Let \( R_n \) be a set of \( n \) points chosen independently and uniformly at random from \( R \), and let \( \text{Hol}(R_n) \) denote the random variable that measures the number of vertices of the largest convex hole in \( R_n \). Then

\[ \mathbb{E}(\text{Hol}(R_n)) = \Theta\left( \frac{\log n}{\log \log n} \right). \]

Moreover, a.a.s.

\[ \text{Hol}(R_n) = \Theta\left( \frac{\log n}{\log \log n} \right). \]
The other essential fact is that the order of magnitude of the expected number of vertices of the largest convex hole is independent of the shape of $R$:

**Theorem 3** There exist absolute constants $b, b'$ with the following property. Let $R$ and $S$ be bounded convex regions in $\mathbb{R}^d$. Let $R_n$ (respectively, $S_n$) be a set of $n$ points chosen independently and uniformly at random from $R$ (respectively, $S$). Let $\text{Hol}(R_n)$ (respectively, $\text{Hol}(S_n)$) denote the random variable that measures the number of vertices of the largest convex hole in $R_n$ (respectively, $S_n$). Then, for all sufficiently large $n$,

$$b \leq \frac{\mathbb{E}(\text{Hol}(R_n))}{\mathbb{E}(\text{Hol}(S_n))} \leq b'.$$

Moreover, there exist absolute constants $c, c'$ such that a.a.s.

$$c \leq \frac{\text{Hol}(R_n)}{\text{Hol}(S_n)} \leq c'.$$

We remark that Theorem 3 is in line with the following result proved by Bárány and Füredi [5]: the expected number of empty simplices in a set of $n$ points chosen uniformly and independently at random from a convex set $A$ with non-empty interior in $\mathbb{R}^d$ is $\Omega(n^d)$, regardless of the shape of $A$.

**Remark (Proof of Theorem 1).** Theorem 1 is an immediate consequence of Theorems 2 and 3.

The proof of Theorem 2 is in Section 1. As we explain in Section 2, the proof of Theorem 3 is totally analogous to the proof of [3, Theorem 2].

We make a few final remarks before we move on to the proofs. For the rest of the paper we let $\text{Vol}(U)$ denote the volume of a region $U$ in $\mathbb{R}^d$. We also note that, throughout the paper, by $\log x$ we mean the natural logarithm of $x$. Finally, since we only consider sets of points chosen independently and uniformly at random from a region, for brevity we simply say that such point sets are chosen at random from this region.

## 1 Proof of Theorem 2

We start by noting that if $Q, Q'$ are two regions such that $Q'$ is obtained from $Q$ by an affine transformation, then $\text{Hol}(Q_n) = \text{Hol}(Q'_n)$. Thus we may assume without loss of generality that $R$ is the isothetic unit area square centered at the origin.

We prove the lower and upper bounds separately. More specifically, we prove that for all sufficiently large $n$: 

$$\Pr\left(\text{Hol}(R_n) \geq \frac{1}{2} \log n \right) \geq 1 - n^{-2}. \quad (1)$$

$$\Pr\left(\text{Hol}(R_n) \leq d(2 + 2d^{2}) \frac{\log n}{\log \log n} \right) \geq 1 - n^{-1}. \quad (2)$$

We note that (1) and (2) imply immediately the a.a.s. part of Theorem 2. Now the $\Omega(\log n / \log \log n)$ part of the theorem follows from (1), since $\text{Hol}(R_n)$ is a non-negative random variable, whereas the $O(\log n / \log \log n)$ part follows from (2), since $\text{Hol}(R_n)$ is bounded by above by $n$.

Thus we complete the proof by showing (1) and (2).

**Proof of (1)**

Let $R_n$ be a set of $n$ points chosen at random from $R$. We prove that a.a.s. $R_n$ has an empty convex polytope of size at least $\log n / \log \log n$.

Consider the 2-dimensional projection $\pi : \mathbb{R}^d \to \mathbb{R}^2$ defined by $(x_1, x_2, x_3, x_4, \ldots, x_d) \to (x_1, x_2, 0, 0, \ldots, 0)$. Note that $\pi(R_n)$ is a set of $n$ points chosen (independently and uniformly) at random from the unit square. Thus it follows from Eq. (1) in [3] that a.a.s. $\pi(R_n)$ has a convex hole $H$ of size at least $\log n / 2\log \log n$. Clearly, $\pi^{-1}(H)$ is an empty convex polytope of $R_n$ of size at least $\log n / 2\log \log n$.

**Proof of (2)**

Let $R_n$ be a set of $n$ points chosen at random from $R$. We remark that throughout the proof we always implicitly assume that $n$ is sufficiently large.

We shall use the following easy consequence of Chernoff’s bound. This is derived immediately, for instance, from Theorem A.1.11 in [1].

**Lemma 4** Let $Y_1, \ldots, Y_m$ be mutually independent random variables with $\Pr(Y_i = 1) = p$ and $\Pr(Y_i = 0) = 1 - p$, for $i = 1, \ldots, m$. Let $Y := Y_1 + \ldots + Y_m$. Then

$$\Pr(Y \geq (3/2)pm) < e^{-pm/16}.$$ 

Let $S$ be the isothetic $d$-cube of volume $3^d$, also (as $R$) centered at the origin.

We need the following result on approximating convex sets by lattice parallelotopes.

**Claim A.** For each positive integer $d > 0$ there exist integers $f_1(d)$ and $f_2(d)$ with the following property. Let $H$ be a convex set in $\mathbb{R}^d$. Then there exists a lattice parallelotope $Q_1$ such that $H \subseteq Q_1$ and $\text{Vol}(Q_1) \leq (f_1(d) + 1) \text{Vol}(H)$. Moreover, if $\text{Vol}(H) \geq 2^{d-1} \cdot 1000/n$, then there is a lattice parallelotope $Q_0$ such that $Q_0 \subseteq H$ and $\text{Vol}(Q_0) \geq (f_2(d) - 1) \text{Vol}(H)$.

**Sketch of Proof.** By a theorem of M. Balla [2], for every convex compact set $H \subset \mathbb{R}^d$ there exists a parallelotope $P$ such that $P \subset H \subset dP = \tilde{P}$ where $dP$ is the image of $P$ under a homothety with ratio $d$. This implies that $d^{-d} \text{Vol}(P) \leq \text{Vol}(H) \leq d^d \text{Vol}(P)$.

For each vertex $v_i$, $i = 0, \ldots, 2^d$, of $\tilde{P}$, let us denote by $Q_{v_i}$ the parallelotope with side length $2/n$ with
These points is guaranteed provided that Vol$^d(\mathbb{P})$ contains a d-ball of diameter 2/n and for that, there is a lattice point $v_i$ in the interior of each $Q_{v_i}$. Let $Q_1$ be the convex hull of the points $v_{1,1}, \ldots, v_{d,2}$. Note that $d(v_{i,1}, \ldots, v_{i,2d})$ is a ball of diameter $2\sqrt{d}/n$ and the Hausdorff metric. Then

$$\text{Vol}(Q_1) \leq \text{Vol}(\mathbb{P}) + \frac{2}{n} \sqrt{d} \cdot \text{Surf}(\mathbb{P}) + \text{Vol}(B)$$

where $B$ is the d-ball of diameter $\sqrt{d}/n$ and the Surf(·) is the volume (d - 1)-dimensional.

Now, for each vertex $w_i$, i = 0, ..., 2d, of $\mathbb{P}$ consider the parallelotope $Q_{w_i}$ with side length 2/n with facets parallel to the facets of $\mathbb{P}$ that has $w_i$ as one of its vertices and $Q_{w_i} \subseteq \mathbb{P}$. Because each $Q_{w_i}$ contains a d-ball of diameter $\sqrt{d}/n$, then there exists a lattice point in each $Q_{w_i}$, let $w_i'$ this point. The existence of these points is guaranteed that Vol$(H) \geq 2d - 1, 1000/n$. Let $Q_0$ be the convex hull of the points $w_{1,1}, \ldots, w_{d,2d}$. Note that $d(w_{i,1}, w_{i,2d}) \leq \frac{2}{n} \sqrt{d}$ for each $i = 1, \ldots, 2d$, this implies that $\text{Vol}(P, Q_0) \leq \frac{2}{n} \sqrt{d}$.

Then

$$\text{Vol}(P) - \frac{2}{n} \sqrt{d} \cdot \text{Surf}(Q_0) - \text{Vol}(B) \leq \text{Vol}(Q_0) \leq \text{Vol}(P)$$

This implies

$$\text{Vol}(Q_0) \geq \text{Vol}(P) - \frac{2}{n} \sqrt{d} \cdot \text{Surf}(Q_0) - \text{Vol}(B)$$

$$\text{Vol}(Q_0) \geq \text{Vol}(P) - \frac{2}{n} \sqrt{d} \cdot \text{Surf}(Q_0) - \text{Vol}(B)$$

For the rest of the proof, for simplicity we define $f_d(0) := f_2(0)$, where $f_1(d)$ and $f_2(d)$ are as in Claim A.

Since there are $(9n + 1)^d < (10n)^d$ lattice points, out of which $(n + 1)^d$ are in $R$, it follows that there are fewer than $(10n)^d < (10n)^d$ lattice $d$-parallelotopes in total, and fewer than $\left(\frac{n^d}{2}\right)^d < 2d^d$ lattice $d$-parallelotopes all of whose vertices are in $R$.

Claim B. With probability at least $1 - 10^{-n}$ every parallelotope $Q$ with $\text{Vol}(Q) < 20f_3(d)\log n/n$ satisfies that $|R_n \cap Q| \leq (3/2) \cdot 20f_3(d)\log n/n$.

Proof. We note that, since $(f_1(d) + 1)/2f_2(d) > 1$, it follows that $20f_3(d) > d^2d + 10$. Let $Q$ be a lattice parallelotope with $\text{Vol}(Q) < 20f_3(d)\log n/n$, and let $Z = Z(Q) \subseteq R$ be any lattice parallelotope containing $Q$, with $\text{Vol}(Z) = 20f_3(d)\log n/n$. Let $X_2$ denote the random variable that measures the number of points of $R_n$ in $Q$ (respectively, $Z$). We apply Lemma 4 with $p = \text{Vol}(Z)$ and $m = n$, to obtain $\Pr(X_2 \geq (3/2) \cdot 20f_3(d)\log n/n) < e^{-(3/2)20f_3(d)\log n/n} = n^{-(5/4)f_3(d)}$. Since $Q \subseteq Z$, it follows that $\Pr(X_2 \geq (3/2) \cdot 20f_3(d)\log n/n) < n^{-(5/4)f_3(d)}$.

As the number of choices for $Q$ is at most $(10n)^d$, with probability at least $1 - (10n)^d$, no such $Q$ contains more than $(3/2) \cdot 20f_3(d)\log n/n$ points of $R_n$.

A polytope is empty if its interior contains no points of $R_n$.

Claim C. With probability at least $1 - n^{-10}$, there is no empty lattice parallelotope $Q \subseteq R$ with $\text{Vol}(Q) \geq 20(d^2 + 10)\log n/n$.

Proof. The probability that a fixed lattice parallelotope $Q \subseteq R$ with $\text{Vol}(Q) \geq 2d^2 + 10\log n/n$ is empty is $(1 - \text{Vol}(Q)) < n^{-d^2 + 10}$. Since there are fewer than $n^{d^2}$ lattice parallelotopes in $R$, it follows that the probability that at least one of the lattice parallelotope with area at least $(d^2 + 10)\log n/n$ (and hence with area at least $20(d^2 + 10)\log n/n$) is empty is less than $n^{d^2} \cdot n^{-(d^2 + 10)} < n^{-10}$.

For the rest of the proof, let $H$ be a maximum size convex hole of $R_n$.

Claim D. With probability at least $1 - n^{-10}$ we have $\text{Vol}(Q_1) < f_3(d)\log n/n$.

Proof. Suppose first that $\text{Vol}(H) < 2d^2 - 1000/n$. Then $\text{Vol}(Q_1) \leq 2d^{d - 1} \cdot 1000/(f_1(d) + 1)/n$. This is obviously smaller than $f_3(d)\log n/n$, in this case we are done. Now suppose that $\text{Vol}(H) \geq 2d^2 - 1000/n$, so that $Q_0$ from Claim A exists. Moreover, $\text{Vol}(Q_1) \leq (f_1(d) + 1)\text{Vol}(H)$. Since $Q_0 \subseteq H$, and $H$ is a hole of $R_n$, it follows that $Q_0$ is empty. Thus, by Claim C, with probability at least $1 - 10^{-n}$ we have that $\text{Vol}(Q_0) < (d^2 + 10)\log n/n$. Now since $\text{Vol}(Q_1) \leq (f_1(d) + 1)\text{Vol}(H)$ and $\text{Vol}(Q_0) \geq f_3(d)\text{Vol}(H)$, it follows that $\text{Vol}(Q_1) \leq (f_1(d) + 1)\text{Vol}(Q_0)/f_3(d)$. Thus with probability at least $1 - n^{-10}$ we have that $\text{Vol}(Q_1) \leq (f_1(d) + 1)(d^2 + 10)/f_3(d)\log n/n = f_3(d)\log n/n$.

Claim E. For each fixed integer $d > 0$, there exist a universal positive constant $c_d := c_2(d)$ with the following property. Let $K$ be any convex polytope in $\mathbb{R}^d$. Then the probability that $n$ points chosen at random from $K$ are in convex position is at most $(c_2 n^{d})^{-n}$.

Proof. This is an immediate consequence of [6] (see for instance [4, Theorem 2.1]).
Claim F. With probability at least $1 - 2n^{-2}$ the random point set $R_n$ satisfies that no lattice parallelotope $Q$ with $\text{Vol}(Q) < 20 f_3(d) \log n / n$ contains $d(2 + 2d^2) \log n / (\log \log n)$ points of $R_n$ in convex position.

Proof. Let $Q$ be a lattice parallelotope with $\text{Vol}(Q) < 20 f_3(d) \log n / n$. By Claim B, with probability at least $1 - n^{-10}$ we have $|R_n \cap Q| \leq (3/2) \cdot 20 f_3(d) \log n$. Thus it suffices to show that the probability of this event is at most $n^{-2}$.

Let $c_2 := c_2(d)$ be as in Claim E. Thus the expected number of $r$-tuples of $R_n$ in $Q$ in convex position is at most

$$\left( \frac{|R_n \cap Q|}{r} \right) \left( c_2 r^{2d} \right)^{-r} \leq \left( \frac{(3/2) \cdot f_3(d) \log n}{r} \right) \left( c_2 r^{2d} \right)^{-r} \leq \left( e \cdot \frac{(3/2) \cdot f_3(d) \log n}{r} \right) \left( c_2 r^{2d} \right)^{-r} < \left( c_3 \log n \cdot r^{-1 - \frac{2d}{r}} \right)^{r},$$

where $c_3 := 3e f_3(d) / 2 c_2$.

Since there are at most $n^{2d^2}$ choices for $Q$, it follows that the expected total number of such $r$-tuples with $r = d(2 + 2d^2) \log n / \log \log n$ is at most $n^{2d^2} \cdot \left( c_3 \log n \cdot r^{-1 - \frac{2d}{r}} \right)^{r} < n^{-2}$ (this last inequality follows from an elementary but long manipulation). This completes the proof, since it follows that the probability that such an $r$-tuple exists is at most $n^{-2}$.

To finish the proof of (2), recall that $H$ is a maximum size empty convex polytope of $R_n$, and that $H \subseteq Q_1$. It follows immediately from Claims D and F that with probability at least $1 - n^{-1}$ the parallelotope $Q_1$ does not contain a set of $d(2 + 2d^2) \log n / (\log \log n)$ points of $R_n$ in convex position. In particular, with probability at least $1 - n^{-1}$ the size of $H$ is at most $d(2 + 2d^2) \log n / (\log \log n)$.

$\square$

2 Proof of Theorem 3

The proof of Theorem 3 is totally analogous to the proof of [3, Theorem 2]. Indeed, in that proof, essentially all the arguments are independent of the dimension. The only adaptation that needs to be done is that we need a version of [3, Corollary 6] for $d > 2$ dimensions. We recall that [3, Corollary 6] claims that if $H$ is a closed convex set in $\mathbb{R}^2$, then there exist rectangles $U, K$ such that $U \subseteq H \subseteq K$, $\text{Vol}(U) \geq \text{Vol}(H)/8$, and $\text{Vol}(K) \leq 2 \cdot \text{Vol}(H)$.

A $d$-dimensional analogue of this statement follows from the following result in [9]: if $H$ is a convex body in $\mathbb{R}^d$, then $H$ contains a parallelotope $P$ such that some translate of $dP$ contains $K$. Indeed, this implies at once that if $H$ is a closed convex set in $\mathbb{R}^d$, then there exist parallelotopes $U, K$ such that $U \subseteq H \subseteq K$, $\text{Vol}(U) \geq \text{Vol}(H)/d$, and $\text{Vol}(K) \leq d \cdot \text{Vol}(H)$.
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Abstract

In 1979 Conway, Croft, Erdős and Guy proved that every set $S$ of $n$ points in general position in the plane determines at least $\frac{n^3}{18} - O(n^2)$ obtuse angles and also showed the upper bound $\frac{2n^3}{27} - O(n^2)$ on the minimum number of obtuse angles among all sets $S$. We prove that every set $S$ of $n$ points in convex position determines at least $\frac{2n^3}{27} - O(n^2)$ obtuse angles, hence matching the upper bound (up to sub-cubic terms) in this case. Also on the other side, for point sets with low rectilinear crossing number, the lower bound on the minimum number of obtuse angles is improved.

Introduction

A point set $S$ in the plane is in general position if no three points of the set lie on a common straight line. Throughout, all considered point sets $S$ will be in general position in the plane and $|S| = n$. An angle $abc$ at $b$ determined by three points $\{a, b, c\}$ of $S$ is obtuse if it is greater than $\frac{\pi}{2}$. Prominent problems and results on obtuse and acute angles in point sets can be found in [4]. Here we are interested in the number of obtuse angles determined by point sets $S$. Conway et al. [3] proved that the minimum number of obtuse angles among all sets $S$ is between $\frac{n^3}{18} - O(n^2)$ and $\frac{2n^3}{27} - O(n^2)$. In this note we prove that point sets $S$ in convex position determine at least $\frac{2n^3}{27} - O(n^2)$ obtuse angles. Interestingly, this matches (up to sub-cubic terms) the upper bound example from [3]. We conjecture that $\frac{2n^3}{27}$ is indeed the right order of magnitude for the minimum number of obtuse angles. Point sets in convex position are characterized as the point sets that maximize the rectilinear crossing number. The rectilinear crossing number $cr(S)$ of a point set $S$ equals the number of convex quadrilaterals with vertices in $S$. Hence, an upper bound of $\binom{n}{4}$ on the rectilinear crossing number is obvious. As for point sets with low crossing number, the current best lower bound is $\frac{227}{729}\binom{n}{4} + \Theta(n^3)$ [2] and there are point sets $S$ that only have $cr(S) = 0.380488\binom{n}{4} + \Theta(n^3)$ [1]. We show that point sets $S$ whose crossing number is not too large, at most $\frac{2}{3}\binom{n}{4}$, have more than $\frac{n^3}{18}$ obtuse angles.

Proofs

Theorem 1 Every set $S$ of $n$ points in convex and general position in the plane determines at least $\frac{2n^3}{27} - O(n^2)$ obtuse angles.

Proof. First we consider the case when $n$ is a prime number; the case when $n$ is not a prime number will be treated at the end of the proof. We label the points of $S$ from 0 to $n-1$ in counter-clockwise order. For three points $a, b, c \in S$ in counter-clockwise order, we say that the angle $abc$ at point $b$ is of class $(i, j)$ if the open halfplane bounded by the line through points $a$ and $b$, and not containing point $c$ contains $i$ points of $S$, and if the open halfplane bounded by the line through points $b$ and $c$, and not containing point $a$ contains $j$ points of $S$; see Figure 1. (Then $ab$ is an $i$-edge and $bc$ is a $j$-edge.) Hence each angle defined by $S$ belongs to some class $(i, j)$, where $0 \leq i + j \leq n - 3$. For $i, j$ fixed, $i \neq j$, we consider the polygon $P$ that starts at point 0, visits points of $S$ in counter-clockwise order, alternately skipping $i$ points and $j$ points of $S$, until it returns to point 0 the second time. Three steps of
such a polygonal path of $P$ are shown in Figure 1. Note that the polygon $P$ is self-intersecting and can visit vertices more than once.

- **Claim:** Each angle of class $(i, j)$ and each angle of class $(j, i)$ is encountered exactly once in $P$.

We modify $P$ to obtain a new polygon $P'$ by pairing two consecutive steps of $P$ which skip $i$ points and $j$ points respectively; that is, we now move from a point $m$ to point $m + i + j + 2 \mod n$. Since $n$ is a prime number, each non-zero element of the additive group $\mathbb{Z}_n$ is a generator of the group; in particular also $i + j + 2$. This implies that $P'$ returns to the starting point 0 after it visited each point of $S \setminus \{0\}$ exactly once. We now retrieve the original polygon $P$ by splitting the paired steps into steps skipping alternately $i$ points and $j$ points. It follows that each point of $S$ is visited twice in $P$, and each angle of class $(i, j)$ and each angle of class $(j, i)$ is encountered exactly once in $P$.

- **Claim:** The rotation number [5] of the polygon $P$ is $i + j + 2$.

The rotation number measures how many times the polygon turns around. Note that the underlying point set is in convex position and all steps are done in counter-clockwise order. The polygon visits each vertex $m$ twice; from a point $m$ the polygonal path continues once to point $m + i + 1 \mod n$, and once to point $m + j + 1 \mod n$; in total the path advances $i + j + 2$ points from $m$. Hence, summing over all $n$ vertices, we count $(i + j + 2)n$ steps between consecutive points of the point set in counter-clockwise order. $n$ steps between consecutive points describe one full turn. Thus the rotation number is $i + j + 2$.

- **Claim:** At least $2n - 3(i + j + 2)$ angles of the $2n$ angles of classes $(i, j)$ and $(j, i)$ encountered in $P$ are obtuse.

For the sake of contradiction, suppose that $P$ contains less than $2n - 3(i + j + 2)$ obtuse angles. Then $P$ contains more than $3(i + j + 2)$ acute or right angles. By an averaging argument, at least one of the $i + j + 2$ full turns of the polygon contains more than three acute or right angles. But this is not possible, unless $P$ contains four right angles forming a 4-cycle contradicting $n$ being a prime number.

Hence, each pair of classes $(i, j)$ and $(j, i)$ of angles, with $i \neq j$, contains at least $2n - 3(i + j + 2)$ obtuse angles. Summing over all possible values $i, j$ we thus get the lower bound on the number of obtuse angles in $S$

$$\frac{1}{2} \sum_{i=0}^{\frac{2n}{3}} \sum_{j=0, j \neq i}^{\frac{2n}{3} \cdot 2 - i} 2n - 3(i + j + 2) = \frac{2n^3}{27} - O(n^2).$$

It remains to consider the case when $n$ is not a prime number. In this case it suffices to only count the number of obtuse angles in a subset $S'$ of $S$ consisting of $n_p$ points, where $n_p$ is the largest prime number smaller than $n$. Since $n_p + n - o(n)$, see e.g. [6], we get the lower bound on the number of obtuse angles in $S$

$$\frac{2(n - o(n))^3}{27} - O(n^2) \geq \frac{2n^3}{27} - o(n^3).$$

\[\square\]

**Lemma 2** Every set $S$ of $n$ points in general position in the plane with rectilinear crossing number $cr(S)$ determines at least $\frac{n^3}{12} - \frac{cr(S)}{n-3} - O(n^2)$ obtuse angles.

**Proof.** We first remark that the number of right angles formed by $S$ is negligible for our purpose. In fact, it is enough to observe that no edge spanned by $S$ is incident to more than two right angles, due to the general position assumption. Hence we upper bound the number of right angles by $2\binom{n}{4}$. Each 4-tuple of points in convex position forms at least one obtuse angle or four right angles; and each 4-tuple of points not in convex position forms at least two obtuse angles. Thus, the total number of obtuse angles in $S$ is at least $\left(\frac{cr(S) - 2\binom{n}{4}}{n(n-3)} - \frac{1}{n} \right) \cdot 2\binom{n}{4}$, where we divide by $n - 3$ because each obtuse angle is counted $n - 3$ times. Simplifying gives the claimed bound. \[\square\]
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Abstract

Let \( S \) be a set of \( n \) points in \( \mathbb{R}^d \) in general position. A set \( \mathcal{H} \) of \( k \)-flats is called a \( m_k \)-stabber of \( S \) if the relative interior of any \( m \)-simplex with vertices in \( S \) is intersected by at least one element of \( \mathcal{H} \). In this paper we give lower and upper bounds on the size of minimum \( m_k \)-stabbers of point sets in \( \mathbb{R}^d \). We study mainly \( m_k \)-stabbers in the plane and in \( \mathbb{R}^3 \).

Introduction

A set \( \{x_0, \ldots, x_k\} \subseteq \mathbb{R}^d \) of \( k+1 \) points is called linearly independent if there is no linear combination \( \lambda_0 x_0 + \cdots + \lambda_k x_k = 0 \) in which at least one \( \lambda_i \neq 0 \), \( i \leq k \). A set of points \( \{x_0, \ldots, x_k\} \subseteq \mathbb{R}^d \) is called affinely independent if the set \( \{x_1 - x_0, \ldots, x_k - x_0\} \) is linearly independent, \( k \geq 1 \). A set consisting of a single point will also be considered as affinely independent. An affine combination of a set of \( k+1 \) affinely independent points in \( \mathbb{R}^k \) is a linear combination \( \lambda_0 x_0 + \cdots + \lambda_k x_k \) of \( x_0, \ldots, x_k \) such that \( \lambda_0 \neq 0 \). In particular, a \((d-1)\)-flat of \( \mathbb{R}^d \) will be called a hyperplane. Following our intuition, a 1-flat is a line, and a 2-flat is a plane. A \( k \)-flat is isomorphic to the \( k \)-dimensional space \( \mathbb{R}^k \). A point set \( S \) in \( \mathbb{R}^d \) is in general position if any subset of \( S \) with at most \( d+1 \) elements is affinely independent.

An \( m \)-simplex of \( \mathbb{R}^d \) is the convex hull of a set of \( m+1 \) affinely independent points in \( \mathbb{R}^d \), \( m \leq d \). For example, in \( \mathbb{R}^2 \) a 0-simplex is a point, a 1-simplex is a segment, and a 2-simplex is a triangle. Given a \( k \)-flat \( h \) and an \( m \)-simplex \( P \) of \( \mathbb{R}^d \), we say that \( h \) stabs \( P \) if \( h \) intersects the relative interior of \( P \). A set of \( k \)-flats \( \mathcal{H} \) is called an \( m_k \)-stabber of a set of points \( S \) if every \( m \)-simplex induced by the elements of \( S \) is stabbed by at least one element of \( \mathcal{H} \).

For example, in the plane a set of points \( Q \) (respectively lines) is a \( 3_0 \)-stabber (respectively a \( 3_1 \)-stabber) of point set \( S \) if any triangle with vertices in \( S \) contains an element of \( Q \) in its interior (respectively is intersected by a line in \( Q \)).

In this paper we study the following problem: Given two integers \( k < m \), \( k < d \), and \( m \leq d + 1 \), and a set \( S \) of \( n \) points in \( \mathbb{R}^d \) in general position, how many \( k \)-flats are needed to stab all the \( m \)-simplices generated by the elements of \( S \)?

In this paper we focus mainly on stabbing all the \( r \)-simplices of point sets on the plane or in \( \mathbb{R}^3 \), and give some results for higher dimensions.

The problem of finding sets of points that stab all the triangles of a point set has been studied by Katchalsky and Meir [4], and independently by Czyzowicz, Kranakis, and Urrutia [2]. They prove that for any point set \( S \) in the plane in general position with \( n \) elements, such that its convex hull has \( c \) elements, the set of triangles of \( S \) can be stabbed with exactly \( 2n - c - 2 \) points, and that such a bound is tight, as any triangulation of \( S \) has \( 2n - c - 2 \) triangles. Stabbers for other convex holes, such as quadrilaterals and pentagons, have also been studied [1].

Given a point set \( S \) in \( \mathbb{R}^d \), we define \( f_k^m(S) \) as the size of the smallest \( m_k \)-stabber of \( S \). We define \( f_k^m(n) \) as the largest value that a \( m_k \)-stabber can have over all the point sets \( S \) of \( \mathbb{R}^d \) with \( n \) elements. With this terminology, the preceding result in the plane translates to \( f_0^3(S) = 2n - c - 2 \).

In this paper we show upper and lower bounds for \( f_k^m(n) \), for point sets on the plane and \( \mathbb{R}^3 \) that are tight up to a constant.

1 Well-separated sets and generalized ham-sandwich cuts

A family of convex sets \( C_0, \ldots, C_k \) of \( \mathbb{R}^d \), \( k \leq d \), is well separated if for any choice of \( x_i \in C_i \), the set of points \( \{x_0, \ldots, x_k\} \) is affinely independent. A family \( P_0, \ldots, P_k \) of finite point sets in \( \mathbb{R}^d \) is well separated if their convex hulls \( \text{Conv}(P_0), \ldots, \text{Conv}(P_k) \) are well separated, \( k \leq d \).
Theorem 1 ([8]) Let \( P_0, \ldots, P_d \) be well-separated point sets in \( \mathbb{R}^d \) such that \( P_0 \cup \cdots \cup P_d \) is in general position, and let \( a_0, \ldots, a_d \) be positive integers such that \( a_i \leq |P_i| \). Then there is a unique \((a_0, \ldots, a_d)\)-cut of \( P_0, \ldots, P_d \).

Finally, we recall the almost folklore result about ham-sandwich cuts:

Theorem 2 (Ham-sandwich theorem, [9])

Every \( d \) finite sets in \( \mathbb{R}^d \) can be simultaneously bisected by a hyperplane. A hyperplane \( h \) bisects a finite set \( P \) if each of the open half-spaces defined by \( h \) contains at most \( \lfloor \frac{|P|}{2} \rfloor \) points of \( P \).

Now we have all the tools that we will use to give an algorithm for constructing a worst-case optimal \( m_0 \)-stabber for point sets in the plane and in the 3-dimensional space.

2 Stabbers in the plane

We start by studying the following problem: How many lines are necessary to stab the set of line triangles (segments) determined by triples (pairs) of elements of a point set \( S \) in the plane? In our previous terminology, determine lower and upper bounds for \( f_1^k(n) \) and \( f_2^k(n) \) for point sets on the plane. We first prove:

Theorem 3 For any set \( S \) of \( n \) points in the plane \( r \leq f_2^k(S) \leq \left\lceil \frac{n}{2} \right\rceil \), where \( r \) is the smallest number such that \( \frac{n}{2} \leq 2 + 2 + 3 + \cdots + r \). Our bounds are tight.

Proof. The lower bound follows from the fact that \( r \) lines, no three of which intersect at a point, divide the plane into \( 2 + 2 + 3 + \cdots + r \) convex regions, and if a set of \( r \) lines stabs all of the triangles with vertices in \( S \), then \( S \) has at most two elements in each of these regions.

We now prove that \( f_2^k(S) \leq \left\lceil \frac{n}{2} \right\rceil \). To this end, we now show how to obtain a set \( \mathcal{H} \) with \( \left\lceil \frac{n}{2} \right\rceil \) straight-lines that is a \( 2_1 \)-stabber of \( S \). To prove our result, it is sufficient to find a set \( \mathcal{H} \) with \( \left\lceil \frac{n}{2} \right\rceil \) lines such that any cell of the arrangement generated by \( \mathcal{H} \) contains at most two elements of \( S \).

First, we put in \( \mathcal{H} \) one straight line \( \ell \) that separates \( S \) into two subsets of size \( \left\lceil \frac{n}{2} \right\rceil \) and \( \left\lfloor \frac{n}{2} \right\rfloor \) respectively. Refer to these sets as \( S_1 \) and \( S_2 \). Clearly, these sets are well separated, and by Theorem 1 we can find a \((2,2)\)-cut for \( S_1 \) and \( S_2 \). This cut is a line \( \ell_1 \) that leaves two elements \( x_1, x_2 \) of \( S_1 \) and two elements \( x_1', x_2' \) of \( S_2 \) above it. These points are separated from the remaining points of \( S \) by \( \ell \) and \( \ell_1 \), if \( \ell_1 \) contains some element of \( S_1 \) or \( S_2 \) move it slightly. Thus any triangle containing at least one vertex in \( \{x_1, x_2, x_1', x_2'\} \) is intersected by \( \ell \) or \( \ell_1 \).

We repeat this recursively on \( S_1 \setminus \{x_1, x_2\} \) and \( S_2 \setminus \{x_1', x_2'\} \), \( \left\lceil \frac{n}{4} \right\rceil \) times, obtaining a set of \( \left\lceil \frac{n}{4} \right\rceil \) lines (including \( \ell \) and \( \ell_1 \) that is a \( 2_1 \)-stabber of \( S \).

To show that our bound is tight, let \( S \) be a set of \( n \) points in the plane in convex position labeled \( p_0, p_1, \ldots, p_{n-1} \) counterclockwise order, with \( n \) even. Consider the set of \( \left\lceil \frac{n}{4} \right\rceil \) triangles \( p_ip_{i+1}p_{i+2} \), \( i \) even, and \( i \leq \frac{n}{2} \) for every even value of \( i \). Observe that any two of these triangles intersect at exactly one vertex, for \( n \geq 6 \).

We claim that any straight line stabs at most \( 2 \) of these triangles. This is true since every such triangle has exactly two edges of the convex hull of \( P_0 \); then any straight line stabbing one such triangle stabs at least one edge of the convex hull. Any straight line stabs at most two edges of the convex hull, so then it can stab at most two of such triangles. Thus to stab all of those triangles we need at least one straight line for every two triangles. Observe next that if the elements of \( S \) are in convex position, then stab the edges of the convex hull of \( S \) we need at last \( \left\lceil \frac{n}{4} \right\rceil \) lines. Thus our upper bound is tight.

The key property of \( \mathcal{H} \) in the proof of this result is the fact that any cell of the arrangement induced by \( \mathcal{H} \) contains at most two elements of \( S \). Observe that if instead of finding a \((2,2)\)-cut for \( S_1 \) and \( S_2 \), we use \((m-1, m-1)\)-cuts, then we obtain a set of lines such that any cell of the arrangement generated by them contains at most \( m-1 \) elements of \( S \). An \( m \) island of \( S \) is a subset \( S' \) of \( S \) with exactly \( m \) elements and such that the convex hull of \( S' \) contains no element of \( S \setminus S' \) in its convex hull. The next result follows easily from the proof of Theorem 3.

Theorem 4 For any set \( S \) of \( n \) points in the plane, \( \left\lceil \frac{n}{4(m-1)} \right\rceil \) lines are always sufficient and sometimes necessary to stab all of the \( m \) islands of \( S \).

In particular, for \( m = 2 \), this proves that \( f_1^k(S) \leq \left\lceil \frac{n}{2} \right\rceil \); that is, to stab the segments of \( S \) we need at most \( \left\lceil \frac{n}{2} \right\rceil \) lines. It is easy to see that the bound \( \left\lceil \frac{n}{4(m-1)} \right\rceil \) in Theorem 4 is achieved for point sets in convex position.

We close this section by observing that the problem of calculating \( f_1^k(S) \) is equivalent to calculating the minimum number of lines such that in each face of
the arrangement defined by these lines, there is at most one element of $S$. This problem is known as the shattering problem and its decision version is known to be $NP$-complete [5].

3 Stabbers in the space

We consider now the problem of stabbing the tetrahedra induced by an $n$ point set $S$ in $\mathbb{R}^3$ using sets of planes. Our approach is similar to that of the previous section.

For the lower bound we will use the following set of $n$ points in the plane. Let $f : \mathbb{R} \to \mathbb{R}^3$, $f(a) = (a, a^2, a^3)$. $f(\mathbb{R})$ is known as the momentum curve in $\mathbb{R}^3$. Clearly, any plane in $\mathbb{R}^3$ intersects $f(\mathbb{R})$ in at most 3 points. Let $C_n = \{p_0, \ldots, p_{n-1}\}$ with $p_i = f(i)$. Since any plane intersects $f(\mathbb{R})$ in at most 3 points, $C_n$ is in general position. Given any segment $p_ip_j$, let $f([i, j])$ be the curve containing the points $f(x)$, with $i \leq x \leq j$. We call $f([i, j])$ the shadow of the segment $p_ip_j$ in the momentum curve. The following observation will be useful.

Observation 1 Let $p_i, p_j \in C_n$. Then any plane intersecting the relative interior of the segment $p_ip_j$ intersects its shadow.

Consider the set $\{t_0, \ldots, t_{\lfloor \frac{n}{2} \rfloor} \}$ of tetrahedra, such that the vertex set of $t_i$ is $\{p_{3i}, p_{3i+1}, p_{3i+2}, p_{3i+3}\}$. Observe that the interiors of these tetrahedra are pairwise disjoint, and that $t_i$ and $t_{i+1}$ share exactly one vertex, namely $p_{3i+3}$.

Observation 2 If a plane intersects the interior of a tetrahedron, then it intersects the relative interior of one of its edges.

We define the shadow of $t_i$ as the shadow of the segment $p_{3i}p_{3i+3}$ which is in fact the union of the shadows of the edges of $t_i$. Then the relative interiors of the shadows of $\{t_0, \ldots, t_{\lfloor \frac{n}{2} \rfloor} \}$ are pairwise disjoint. The next lemma follows now directly from Observations 1 and 2.

Lemma 5 If a plane stabs $t_i$, then it intersects the relative interior of its shadow.

Since any plane intersects the momentum curve at most three times, it follows that any plane intersects at most three elements of $\{t_0, \ldots, t_{\lfloor \frac{n}{2} \rfloor} \}$.

By Observation 1, any plane stabbing $t_i$ must intersect its shadow; thus any plane stabs at most three elements of $\{t_0, \ldots, t_{\lfloor \frac{n}{2} \rfloor} \}$.

Thus we have:

Lemma 6 $f_2^3(n) \geq \lceil \frac{n}{3} \rceil$.

We will now prove that $f_2^3(n) \leq \lceil \frac{n}{3} \rceil + 2$. To this end, we are going to give an algorithm that splits any point set $S$ into a family of well-separated families of subsets of $S$.

First find two parallel planes $\pi_1$ and $\pi_2$ such that they split $S$ into three subsets $S_1, S_2$ and $S_3$ such that $|S_i| - |S_j| \leq 1$, $i \neq j \leq 3$. That is, each $S_i$ contains $\lceil \frac{n}{3} \rceil$ or $\lceil \frac{n}{3} \rceil$ elements.

We now apply the ham-sandwich theorem in $\mathbb{R}^3$ to find a plane $\pi_3$ that simultaneously bisects $S_1, S_2$ and $S_3$. Let $S_3^+$ be the subset of $S_i$ that lies above $\pi_3$ and $S_3^-$ the one that lies below $\pi_3$, with $i = 1, 2, 3$. This gives us two disjoint well-separated families $F = \{S_1^+, S_2^+, S_3^+\}$ and $F' = \{S_1^-, S_2^-, S_3^-\}$. Similarly to the algorithm in the previous section, iteratively find $(3,3,3)$-cuts for $F$, removing the nine points above the cut until each set in $F$ contains at most three points, and adding the cut planes to the 32-stabber. Then repeat the same process for $F'$.

It is now easy to see that the set of planes we obtain has at most $\lceil \frac{n}{3} \rceil + 2$ elements, and that they form a stabber of all the tetrahedra with vertices in $S$. Thus we have proved:

Theorem 7 $\lceil \frac{n}{3} \rceil \leq f_2^3(n) \leq \lceil \frac{n}{3} \rceil + 2$.

Observe that using similar arguments we can prove that $f_2^3(n) \approx n/6$ (stabbing triangles with planes) and $f_2^3(n) \approx n/3$ (stabbing segments with planes).

3.1 Stabbing 2-simplices of point sets with lines

For the problem of stabbing simplices with lines, it is easy to see that in some instances, we need at least $2n-4$ lines. Indeed, consider any set of points $S$ in $\mathbb{R}^3$ with $n$ points in convex position. Observe that the convex hull of $S$ contains exactly $2n-4$ triangles, and that any line intersects the interior of at most two of these triangles. Thus we have proved that in $\mathbb{R}^3$, $f_2^3(n) \geq n-2$.

We now prove that $2n-5$ lines are always sufficient to stab all of the triangles of $S$. To prove this, first project the elements of $S$ into the real plane, thus obtaining a point set $S'$ in $\mathbb{R}^2$. It is known that if the convex hull of $S'$ has $c$ elements, it is always possible to find a set of points $Q$ with at most $2n - c - 2$ points that stab all of the triangles of $S'$; see [2, 4]. Each point $q \in Q$ generates a vertical line $\ell_q$ passing through $q$. Since each triangle $T$ of $S$ projects to a triangle $T'$ of $S'$, there is a line $\ell_T$, $q \in Q$ that stabs $T'$ and thus $T$. Since in the worst case, the convex hull of $S'$ has three points, we have proved:

Theorem 8 In $\mathbb{R}^3$, $f_1^3(n) \leq 2n-5$. 
3.2 Stabbing the 3-simplices of a point set in $\mathbb{R}^3$ with points

We now turn our attention to the problem of stabbing the set of tetrahedra generated by a point set $S$ in $\mathbb{R}^3$ using sets of points. We will assume that no two elements of $S$ lie on a line vertical to the real plane.

Consider again the momentum curve $f(a) = (a, a^2, a^3)$, and the set of points $C_n = \{p_0, \ldots, p_n\}$ as defined above. Let $0 \leq i, j \leq n$ such that $i + 1 < j$. Let $T_{i,j}$ be the tetrahedra with vertex set $\{p_i, p_{i+1}, p_j, p_{j+1}\}$. It is well known [3] that the set of tetrahedra $T_{i,j}$, with $i$ and $j$ as above, have disjoint interiors, and form a tetrahedralization of the convex hull of $C_n = \{p_0, \ldots, p_n\}$. Since any set of points that stabs the tetrahedra of $S$ contains at least one point in each of these $T_{i,j}$, it follows that $f_{0}^3(n+1)$ is at least $\binom{n-1}{2}$.

We now prove an upper bound on $f_{0}^3(n+1)$. We proceed as follows: For every two elements $x_i, x_j \in S$, place a point $p_{i,j}$ slightly above the midpoint of the line segment joining $x_i$ to $x_j$. For every $x_i \in S$, place a point $p_i$ slightly below $x_i$.

We now prove that the set of points containing all the $p_{i,j}$’s and the $p_i$’s stabs all the tetrahedra of $S$.

Consider any four points $x_i, x_j, x_k, x_l$ of $S$. Let $H$ be the convex hull of $\{x_i, x_j, x_k, x_l\}$. Two cases arise. In the first case, $H$ projects to a convex quadrilateral in the plane. In this case, one edge of the convex hull of $\{x_i, x_j, x_k, x_l\}$ is not visible from below. Suppose w.l.o.g. that it is the edge joining $x_k$ to $x_l$. Then the point $p_{i,j}$ stabs $H$.

Suppose then that $H$ projects to a triangle $T$ on the plane. Then one vertex of $H$, say $x_i$, belongs to the interior of $T$. Two sub-cases arise. In the first sub-case, when we see $H$ from below, $x_i$ is not visible. In this case, the point $p_i$ stabs the convex hull of $\{x_i, x_j, x_k, x_l\}$. In the remaining sub-case, $p_{i,j}$ stabs $H$.

Thus we have that we can always choose $\binom{n+1}{2} + n$ points that stab the tetrahedra of $S$. It is not hard to see that we can reduce the above number by 9 by observing that if the line segment joining $x_i$ to $x_j$ is not visible from below, and this line segment belongs to the convex hull of $S$; then the point $p_{i,j}$ is redundant. Also if a point $x_i$ belongs to the convex hull of $S$ and is visible from below, then $p_i$ is redundant.

Thus we have proved:

**Theorem 9** $\binom{n-1}{2} \leq f_{0}^3(n+1) \leq \binom{n+1}{2} + n - 9$.

4 Some thoughts on higher dimensions

Some of the results in this paper; e.g. Lemma 5 and Lemma 6, generalise easily to higher dimensions, yielding the following result:

**Lemma 10** In $\mathbb{R}^d$, $\left\lceil \frac{n-1}{dm} \right\rceil \leq f_{d-1}^d(n)$.

And in general:

**Lemma 11** In $\mathbb{R}^d$, $\left\lceil \frac{n-1}{dm} \right\rceil \leq f_{d-1}^m(n)$.

To finish this paper, we conjecture:

**Conjecture 1** $f_{m}^d(n) \approx \frac{n}{m^d}$.
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Abstract

We introduce a class of solids that can be constructed gluing stackable pieces, which has been proven to have advantages in architectural construction. We derive a necessary condition for a solid to belong to this class. This helps to specify a simple sufficient condition for the existence of a stackable tessellation of a given solid. Finally, we show the compatibility of our method with some discretization techniques appearing in the literature.

Introduction

During the last decades, the increasing demand of architectural freeform shapes has motivated the study of surface tessellations in tiles which can be manufactured with a low economic impact. Substantial research has been done on planar tessellations with triangular meshes, quadrilateral meshes [1, 2] and its special cases of spherical and conical meshes [3]. Nevertheless, tessellating methods in non-standard non-planar panels have been rarely considered, since for most construction materials the production of such building components is very expensive. The innovative CASTonCAST project [4] proposes a system which consists of two parts: a geometric method for the construction of double curved shapes by means of stackable tiles and an efficient fabrication technique of curved precast panels which relies on shaping building components in stacks by using the previous component as a mold for the next one. The latter relies on using the top surface of each component as part of the mold for the next one, after applying a chemical barrier. Once the components have been fabricated in stacks, they are detached and assembled by gluing them through their lateral faces, forming a new solid called strip. This procedure features obvious advantages concerning storage and transport as well.

We analyse the kind of solids that can be constructed using stacks under some reasonable assumptions. More precisely, we focus on constructions where the tiles form a face-to-face tessellation whose adjacency graph is a grid both in stack and strip forms, as in Figure 1. We also require the junction faces in the strip configuration to be planar. After stating necessary conditions for a solid to admit a stackable tessellation as desired, we provide sufficient conditions and a procedure to obtain the stacks that generate it. It turns out that the solids for which a stackable tessellation exists are naturally defined, skipping some technical details, as the ones generated sweeping a surface around an axis or in a fixed direction. In addition, we prove that, under certain conditions, a one-parametric family of stackable tessellations exists. Finally, we approach the problem of approximating a target solid using polyhedral tiles.

Figure 1: Stacks (right) and associated strips (left)

We normally use capital letters for points, lowercase letters for vectors, lines and rays, and Greek letters for curves. We add a * to the names in order to indicate the correspondences between the 2- and 3-dimensional elements of the constructions in Sections 1 and 2. We will often omit the indices ranges, for ease of reading. The curves and surfaces are considered to have no self-intersections. Abusing notation, we denote the image set of a curve or a surface by its name. Curves are assumed to be parametrized using the unit interval. We define the wedge spanned by two rays to be the cone defined by their supporting lines and containing an unbounded part of both rays.
1 Planar stacks

Before starting the analysis of the 3-dimensional case, we study a 2-dimensional object we call planar stack. Its construction is described in the next subsection and illustrated by Figure 2.

1.1 Construction

Let \( p \) and \( q \) be two infinite rays emanating from a point \( K \) and spanning a wedge \( W \) of angle \( \alpha \in (0, \pi) \) in \( \mathbb{R}^2 \). Let \( \sigma_0, \ldots, \sigma_n \) be pairwise disjoint, simple curves contained in \( W \). Assume the indices correspond to the inverse order a ray shot from \( K \) would intersect them. Assume further that \( \sigma_i \cap p = \sigma_i(0) \) and \( \sigma_i \cap q = \sigma_i(1) \) and require that

\[
d (\sigma_i(0), \sigma_{i+1}(0)) = d (\sigma_{i-1}(1), \sigma_i(1)),
\]

where \( d \) denotes the Euclidean distance in the plane. Let \( T_i \) denote the closed subset of \( W \) bounded by \( \sigma_i \) and \( \sigma_{i+1} \). Each of these simply connected sets will be called a tile and each \( \sigma_i \) will be called a separator. The whole construction will be referred to as a planar stack of angle \( \alpha \). It may also be required that the curves \( \sigma_i \) are separable, i.e., that a tile can be moved away from the next one by a rigid motion preventing them to overlap. A simple condition ensuring this property is that each \( \sigma_i \) is monotone in some direction but we will ignore this requirement in this article.

![Figure 2: A planar stack and the corresponding strip.](image)

Figure 2: A planar stack and the corresponding strip.

Note that condition (1) ensures that the tiles can be rearranged gluing \( \sigma_{i+1}(0) \) with \( \sigma_i(1) \) and \( \sigma_i(0) \) with \( \sigma_{i-1}(1) \). This configuration will be called the strip associated to the planar stack.

It will be handy to define \( s_i : \mathbb{R}^2 \to \mathbb{R}^2 \) to be the congruence that maps \( T_i \) to its position in the strip, assuming \( s_0 = Id \). Given a point \( C \in \mathbb{R}^2 \) and an angle \( \alpha \), we define \( R_\alpha^C \) to be the counterclockwise rotation of angle \( \alpha \) and center \( C \).

Theorem 1 If the strip \( \bigcup_{i=0}^{n-1} s_i(T_i) \) associated to a planar stack of angle \( \alpha \) is a simply connected set, then its boundary contains the curves \( \gamma = \bigcup_{i=0}^{n-1} s_i(\sigma_i) \) and \( R_\alpha^C(\gamma) \), for some point \( C \in \mathbb{R}^2 \).

Proof. The assumptions that all the \( \sigma_i \) start in \( p \) and end in \( q \), are pairwise disjoint and have no self-intersections ensure that the tiles are topologically disks. Provided that \( \bigcup_{i=0}^{n-1} s_i(\sigma_i) \) is simply connected, the tiles must intersect only in the glued segments. In addition, condition (1) ensures that \( s_i(\sigma_i(1)) = s_{i+1}(\sigma_{i+1}(0)) \) and \( s_i(\sigma_{i+1}(1)) = s_{i+1}(\sigma_{i+2}(0)) \), for \( i \in \{0, \ldots, n-2\} \). Consequently, it is clear that \( \gamma \) and \( \mu = \bigcup_{i=0}^{n-1} s_i(\sigma_i) \) are contained in the boundary of the strip. Observe now that when \( T_{i+1} \) is glued next to \( T_i \), the two copies of \( \sigma_{i+1} \) involved are congruent via \( R_\alpha^C \), for some point \( C \). But \( R_\alpha^C \) maps \( s_i(\sigma_i(1)) \) to \( s_{i+1}(\sigma_{i+1}(1)) \) and \( R_\alpha^C(\sigma_{i+1}) \) matches \( s_{i+1}(\sigma_{i+1}(0)) \) to \( s_{i+2}(\sigma_{i+2}(0)) \), which are the same pair of points. Since for any pair of points \( P \neq Q \) and a given \( \alpha \), there is only one point \( O \) such that \( R_\alpha^C(P) = Q \), it has to be \( C = C \) for all \( i \in \{0, \ldots, n-1\} \). Thus, we have that \( \mu = R_\alpha^C(\gamma) \). \( \square \)

1.2 Tessellation

Constructing a planar stack and developing it can be used as a modelling tool. However, we are now interested in the other direction of the procedure. That is, given a curve \( \gamma \), an angle \( \alpha \) and a center of rotation \( C \), construct a planar stack such that, when reconfigured into strip, contains \( \gamma \) and \( R_\alpha^C(\gamma) \) in its boundary. Such a planar stack may not exist. If it does, it may not be unique. Indeed, there is in general a one-parametric family of possibly suitable planar stacks.

Theorem 1 indicates that we need to construct a stack of angle \( \alpha \) if we aim to obtain a shape with \( \gamma \) and \( R_\alpha^C(\gamma) \) forming part of its boundary. Consider the locus of points that see a counterclockwise angle \( \alpha \) between \( \gamma(0) \) and \( R_\alpha^C(\gamma(0)) \), i.e., the set

\[
\kappa = \{ P \in \mathbb{R}^2 : R_\alpha^C(P\gamma(0)) = PR_\alpha^C(\gamma(0)) \},
\]

where \( X \gamma Y \) is the ray starting at \( X \) and going through \( Y \). It is well known that \( \kappa \) is a circumference arc going from \( \gamma(0) \) to \( R_\alpha^C(\gamma(0)) \). It is not hard to see that \( C \in \kappa \). Obviously, any candidate \( K \) to be the vertex of the stack must belong to \( \kappa \) and there is a possibly valid planar stack leading to our target for each of such points.

Consider a fixed \( K \in \kappa \) and let \( r_0 \) be the ray containing \( K \), passing through \( \gamma(0) \) and such that \( R_\alpha^C(r_0) \) touches but does not cross \( r_0 \). We define \( r_i = R_\alpha^C(r_0) \) for \( i \in \mathbb{N} \). Let \( W_i \) be the wedge of angle \( \alpha \) spanned by \( r_i \) and \( r_{i+1} \) and define also \( \mathcal{U}_i \) to be the region in \( W_i \) bounded by \( \gamma \) and \( R_\alpha^C(\gamma) \). For simplicity, we assume that \( \gamma \) does not intersect \( R_\alpha^C(r_0) \). This last restriction is not necessary, but simplifies the technicalities.
We will prove that of cells tessellating a simply connected subset of the tiles construct a stack containing the whole
∈ {fine also r and r long as a planar stack.}

Proposition 4 If \( r_0, ..., r_n \) intersect \( \gamma \) in a single point, then there exists a planar stack containing \( \gamma \) and \( R_\alpha(\gamma) \) in its boundary. We state this in the following corollary.

Corollary 3 If \( r_0, ..., r_1 \) intersect \( \gamma \) in a single point and \( r_{l+1} \) does not intersect \( \gamma \), then there exists a planar stack containing \( \gamma \) and \( R_\alpha(\gamma) \) in its boundary.

1.3 Refinement

For obvious reasons, it can be useful to refine a stackable tessellation. This feature will be essential in the discussion concerning approximation in Section 3.

Adopting the notation used in the previous section, consider the angularly ordered rays \( r_0 = r_0^1, ..., r_0^m = r_1 \) emanating from \( K \) and contained in \( W_0 \). Define also \( r_i^j \) to be \( R_\alpha(r_i^0) \) for \( i \in \{1, ..., n\} \) and \( j \in \{0, ..., m\} \). Let \( W_i^j \) be the wedge spanned by \( r_i^j \) and \( r_i^{j+1} \). Define also \( U_i^j \) to be the space in \( W_i^j \) bounded by \( \gamma \) and \( R_\alpha(\gamma) \).

Proposition 4 If \( r_0^0, ..., r_0^m = r_1^0, ..., r_1^m \) intersect \( \gamma \) in a single point, the tiles \( U_i^0, ..., U_i^m \) can be arranged as a planar stack, for \( i \in \{0, ..., m-1\} \).

The way we defined \( r_i^j \) ensures that \( R_\alpha(W_i^j) = W_i^0 \). Therefore, the arguments in the proof of Theorem 2 apply to each \( j \) individually. □

Note that, in addition, the \( m \) stacks obtained from the refined tessellation can be obtained by cutting the original stack by straight radial cuts.

The results presented in this section can easily be extended to the case where \( K \) is thought of as a point at infinity. That is, we consider the wedge \( W \) to be the space between two parallel lines. Then, the two copies of \( \gamma \) appearing in the boundary of the strip are related by a simple translation. Conversely, given a curve and a translated copy of it, a one-parametric family of possible stacks can be again evaluated. In this case, we may consider \( \kappa \) to be the set of directions of the plane, except for the direction of \( W \). We can then cut the curves by a set of equally spaced lines in any direction \( u \in \gamma \). This case is specially interesting because it generates offset shapes. Moreover, requiring that \( \gamma \) is monotone in \( u \) is sufficient to ensure the existence of the corresponding stack with the additional separability property.
2 Solid stacks

We consider now a 3-dimensional extension of the previous results, which is the actual target of this work. In this way, we model a meaningful subset of the solids constructible using the CASTonCAST fabrication technique.

The initial object is now the space $W^*$ between two non-parallel planes $p^*$ and $q^*$, which we further bound by two planes orthogonal to $K^* = p^* \cap q^*$. Cutting $W^*$ with pairwise-disjoint surfaces $\sigma_0^*, ..., \sigma_n^*$, each of them dividing $W^*$ in two parts, a sequence of 3-dimensional tiles $T_i^*$ is defined. If we require that $R^K_\alpha^*(T_i^* \cap p^*) = T_{i+1}^* \cap q^*$ (the condition analogous to (1)), the resulting object will be called a solid stack. The tiles can be rearranged by glueing congruent faces contained in $p^*$ and $q^*$ in order to form the associated solid strip. We can repeat the arguments in Section 1.1 and derive that if the resulting solid strip is simply connected, its boundary contains elements in Section 1.1 and derive that if the resulting solid strip is simply connected, its boundary contains elements in Section 1.1 and derive that if the resulting solid strip is simply connected, its boundary contains elements in Section 1.1 and derive that if the resulting solid strip is simply connected, its boundary contains elements.

In addition to the refinement possibilities analogous to the planar case, we can now split the tessellation of a solid stack in order to obtain multiple stacks that can be then converted into strips and arranged one next to the other. To ensure that the tessellation is face-to-face in the strip form, we assume here that the solid stack is refined only cutting by planes $h_1^*, ..., h_l^*$ orthogonal to $K^*$. However, this is not a necessary condition, as can be appreciated in Figure 1.

3 Discretization

This section studies how polyhedral tiles can be used to approximate the stacks constructed in previous sections. This can be thought of as simplifying the tiles one would get in the continuous case while preserving their stackability and congruency relations.

We assume here that a solid stack is given and that it has been refined by means of the planes $(r_j^*)^*$ through $K^*$ and the planes $h_k^*$ orthogonal to $K^*$. A possible way to discretize the tiles is to substitute each separator $\sigma^*_i$ by the lower convex hull of the points resulting of its intersection with the rays $y^*_{0i} = (r_{0i}^*)^* \cap h_k^*$. It is an easy exercise to prove that this construction preserves the topology and the congruency relations of the tiles. However, the tiles obtained in this way may not be convex, a property that can be useful in some practical applications. This restriction forces the separators to be planar within each of the stacks. This is equivalent to approximate the surface $\gamma^*$ by a planar-quadrilateral mesh (PQ-mesh) $\tilde{\gamma}$, whose vertices are constrained to lie on prescribed rays $r_{0i}^* = R_{\gamma^*}^O(r_{0i}^*)$. Then, the vertices $V_{ij}^*$ of $\tilde{\gamma}$ can be expressed as $V_{ij}^* = O^*_i \lambda^*_j u^*_i$, for some $\lambda^*_j \in \mathbb{R}^+$, where $O^*_i$ is the initial point of $r_{0i}^*$ and $u^*_i$ is its direction. Therefore, the vertices of $R_{\gamma^*}^C(\tilde{\gamma})$ will also lie on these rays and their positions can be retrieved from the variables $\lambda^*_j$. However, one should ensure that the perturbed versions of $\tilde{\gamma}$ and $R_{\gamma^*}^C(\tilde{\gamma})$ do not intersect. But provided that $\tilde{\gamma}$ and $R_{\gamma^*}^C(\tilde{\gamma})$ are PQ-meshes, these conditions translate into the simple linear inequalities $\lambda^*_j < \lambda^*_{j-1}$.

Existing algorithms, like the PQ perturbation detailed in [1], implement the planarity constraints and minimize functions measuring the distance to the surface and the quality of the mesh. Since the specific requirements of our method are, as hinted before, translated into linear equations and inequalities in the space of coordinates of the vertices, the mentioned algorithm, based on sequential quadratic programming [5], can be applied to our construction.

The results on 3-space generalize to case where $p^*$ and $q^*$ are parallel as well. In this situation, the vertices are constrained to lie in rays that have all the same direction. Therefore, the planarity constraints can be expressed as linear equations and optimizing with respect to linear functions can be done very efficiently by linear programming.

4 Conclusion

We give the first geometric analysis of the solids constructible with the fabrication method CASTonCAST. We restrict the study imposing some constraints to the tiles of the tessellation, which lead to simple and geometrically meaningful constructions. We also provide a scheme to approximate the tiles using polyhedra while preserving their stackability. More general cases can be studied using the introduced framework and are left to future work.

References

Improved enumeration of simple topological graphs*

Jan Kyncl† 1

1Department of Applied Mathematics and Institute for Theoretical Computer Science, Charles University, Faculty of Mathematics and Physics, Malostranské nám. 25, 118 00 Prague 1, Czech Republic

Abstract

A simple topological graph $T = (V(T), E(T))$ is a drawing of a graph in the plane where every two edges have at most one common point (an endpoint or a crossing) and no three edges pass through a single crossing. Topological graphs $G$ and $H$ are isomorphic if $H$ can be obtained from $G$ by a homeomorphism of the sphere, and weakly isomorphic if $G$ and $H$ have the same set of pairs of crossing edges.

We generalize results of Pach and Tóth and the author’s previous results on counting different drawings of a graph under both notions of isomorphism. We prove that for every graph $G$ with $n$ vertices, $m$ edges and no isolated vertices the number of weak isomorphism classes of simple topological graphs that realize $G$ is at most $O(n^2 \log(m/n))$, and at most $O(m n^{1/2} \log n)$ if $m \leq n^{3/2}$. As a consequence we obtain a new upper bound $O((mn^2 \log n))$ on the number of intersection graphs of $n$ pseudosegments. We improve the upper bound on the number of weak isomorphism classes of simple complete topological graphs with $n$ vertices to $2^{n^2 - o(n)}$, using an upper bound on the size of a set of permutations with bounded VC-dimension recently proved by Cibulka and the author. We show that the number of isomorphism classes of simple topological graphs that realize $G$ is at most $2m^2 + O(mn)$ and at least $2^\Omega(m^2)$ for graphs with $m > (6 + \varepsilon)n$.

1 Introduction and the results

A topological graph $T = (V(T), E(T))$ is a drawing of a graph $G$ in the plane with the following properties. The vertices of $G$ are represented by a set $V(T)$ of distinct points in the plane and the edges of $G$ are represented by a set $E(T)$ of simple curves connecting the corresponding pairs of points. We call the elements of $V(T)$ and $E(T)$ the vertices and the edges of $T$. The drawing has to satisfy the following general position conditions: (1) the edges pass through no vertices except their endpoints, (2) every two edges have only a finite number of intersection points, (3) every intersection point of two edges is either a common endpoint or a proper crossing (“touching” of the edges is not allowed), and (4) no three edges pass through the same crossing. A topological graph is simple if every two edges have at most one common point, which is either a common endpoint or a crossing. A topological graph is complete if it is a drawing of a complete graph.

We use two different notions of isomorphism to enumerate topological graphs.

Topological graphs $G$ and $H$ are weakly isomorphic if there exists an incidence preserving one-to-one correspondence between $V(G), E(G)$ and $V(H), E(H)$ such that two edges of $G$ cross if and only if the corresponding two edges of $H$ do.

Note that every topological graph $G$ drawn in the plane induces a drawing $G_{S^2}$ on the sphere, which is obtained by a standard one-point compactification of the plane. Topological graphs $G$ and $H$ are isomorphic if there exists a homeomorphism of the sphere which transforms $G_{S^2}$ into $H_{S^2}$. The isomorphism can be also defined in a combinatorial way.

Unlike the isomorphism, the weak isomorphism can change the faces of the involved topological graphs, the order of crossings along the edges and also the cyclic orders of edges around vertices.

For counting the (weak) isomorphism classes, we consider all the graphs labeled. That is, each vertex is assigned a unique label from the set $\{1, 2, \ldots, n\}$, and we require the (weak) isomorphism to preserve the labels. Mostly it makes no significant difference in the results as we operate with quantities asymptotically larger than $n!$.

For a graph $G$, let $T_w(G)$ be the number of weak isomorphism classes of simple topological graphs that realize $G$. Pach and Tóth [13] and the author [2] proved the following lower and upper bounds on $T_w(K_n)$.

**Theorem 1** [2][13] For the number of weak isomorphism classes of simple drawings of $K_n$, we have

$$2^\Omega(n^2) \leq T_w(K_n) \leq (\binom{n}{2})^n = 2^{\Omega(n^2 \log n)}.$$
We prove generalized upper and lower bounds on $T_w(G)$ for all graphs $G$.

**Theorem 2** Let $G$ be a graph with $n$ vertices and $m$ edges. Then

$$T_w(G) \leq 2^{O(n^2 \log(m/n))}.$$  

If $m < n^{3/2}$, then

$$T_w(G) \leq 2^{O(m^{3/2} \log n)}.$$  

Let $\varepsilon > 0$. If $G$ is a graph with no isolated vertices and at least one of the conditions $m > (1 + \varepsilon)n$ or $\Delta(G) < (1 - \varepsilon)n$ is satisfied, then

$$T_w(G) \geq 2^{\Omega(m \log n)}.$$  

We also improve the upper bound from Theorem 1.

**Theorem 3** We have

$$T_w(K_n) \leq 2^{n^2 \cdot \alpha(n)^{O(1)}}.$$  

Here $\alpha(n)$ is the inverse of the Ackermann function. It is an extremely slowly growing function, which can be defined in the following way [10]. $\alpha(m) := \min\{k : \alpha_k(m) \leq 3\}$ where $\alpha_k(m)$ is the $k$th function in the inverse Ackermann hierarchy. That is, $\alpha_1(m) = \lceil\log_2(m)\rceil$, $\alpha_2(1) = 0$ for $d \geq 2$ and $\alpha_d(m) = 1 + \alpha_d(\alpha_{d-1}(m))$ for $m, d \geq 2$. The constant in the $O(1)$ notation in the exponent is huge (roughly $4^{n^0}$), due to a Ramsey-type argument used in the proof.

In the proof of Theorem 3 we use the fact that for simple complete topological graphs, the weak isomorphism class is determined by the rotation system [7] [13]. This is combined with a Ramsey-type theorem by Pach, Solymosi and Tóth [12], which says that a simple complete topological graph with sufficiently many vertices contains a subgraph weakly isomorphic to a convex graph or a twisted graph of given size; see Figure 1. Once we have a convex graph with 5 vertices or a twisted graph with 6 vertices, we may restrict the set of possible rotations of other vertices in terms of forbidden subpermutations. The last main ingredient is a recent combinatorial result, a slightly superexponential upper bound on the size of a set of permutations with bounded VC-dimension obtained together with Josef Cibulka [11].

The method in the proof of Theorem 3 is more topological, gives a slightly weaker upper bound, but can be generalized to all graphs. Here the main tool is a construction of a topological spanning tree $T$ of $G$, which is a simply connected subset of the single topological component of $G$, containing all vertices of $G$ and satisfying the property that the only nonseparating points of $T$ are the vertices of $G$. We find such a tree consisting of $O(n)$ connected portions of edges of $G$. By cutting the plane along $T$, we obtain the $T$-representation of $G$, which is equivalent to a disc with at most $2mn$ chords, each chord corresponding to a portion of some edge of $G$. See Figure 2. We give an upper bound on the number of inequivalent $T$-representations, exploiting the fact that many portions of edges do not cross.

We further generalize Theorem 3 by removing almost all topological aspects of the proof. The resulting theorem is a purely combinatorial statement, involving $n$-tuples of cyclic permutations avoiding a certain simple substructure.

We also consider the class of simple complete topological graphs with maximum number of crossings and suggest an alternative method for obtaining an upper bound on the number of weak isomorphism classes of such drawings.

An arrangement of pseudosegments (or also 1-strings) is a set of simple curves in the plane such that any two of the curves cross at most once. An intersection graph of pseudosegments (also called a string graph of rank 1) is a graph $G$ such that there exists an arrangement of pseudosegments with one pseudosegment for each vertex of $G$ and a pair of pseudosegments crossing if and only if the corresponding pair of vertices forms an edge in $G$. Using tools from extremal graph theory, Pach and Tóth [13] proved that the number of intersection graphs of $n$ pseudosegments is $2^{o(n^2)}$. As a special case of Theorem 2 we
obtain the following upper bound.

**Theorem 4** There are at most $2^{O(n^{3/2} \log n)}$ intersection graphs of $n$ pseudosegments.

The best known lower bound for the number of (unlabeled) intersection graphs of $n$ pseudosegments is $2^{\Omega(n \log n)}$. This follows by a simple construction or from the fact that there are $2^{\Theta(n \log n)}$ nonisomorphic permutation graphs with $n$ vertices.

Let $T(G)$ be the number of isomorphism classes of simple topological graphs that realize $G$. The following theorem generalizes the result $T(K_n) = 2^{\Theta(n^2)}$ from [2].

**Theorem 5** Let $G$ be a graph with $n$ vertices, $m$ edges and no isolated vertices. Then $T(G) \leq 2m^2 + O(mn)$. More precisely,

$$T(G) \leq \frac{6mn}{2mn} \left( \frac{m^2 + 6mn}{2} \right) . 2^{O(n \log n)}$$

$$\leq 2m^2 + 2mn(1 + 3 \log_2 3) + O(n \log n), \text{ and}$$

$$T(G) \leq 2m^2 + 4mn . \left( \frac{2mn + \frac{m^2}{2}}{2mn} \right) . 2^{O(n \log n)}$$

$$\leq 2m^2 + 2mn(1 + \frac{m}{2} + \log_2 e) + O(n \log n).$$

Let $\varepsilon > 0$. For graphs $G$ with $m > (6 + \varepsilon)n$ we have

$$T(G) \geq 2^{\Omega(m^2)}.$$

For graphs $G$ with $m > \omega(n)$ we have

$$T(G) \geq 2m^2 / 60 - o(1).$$

The two upper bounds on $T(G)$ come from two essentially different approaches to enumerating isomorphism classes of $T$-representations. In the first approach, we reduce the problem to enumerating simple quadrangulations of the disc [4]. In the second approach, we split the problem into two parts: enumerating chord diagrams [11] and enumerating isomorphism classes of arrangements of pseudochords. The first method gives better asymptotic results for dense graphs, whereas the second one is better for sparse graphs (roughly, with at most 35m edges). For graphs with $m = O(n)$ the second term in the exponent becomes more significant. Since $m \geq n/2$, the exponent in the first upper bound can be bounded by $23.118n^2 + o(1)$, using the entropy bound for the binomial coefficient. Similarly, the exponent in the second upper bound can be bounded by $11.265n^2 + o(1)$. For such very sparse graphs (for example, matchings), however, better upper bounds can be deduced more directly from other known results.

The upper bound $T(G) \leq 2^{O(m^2)}$ is trivially obtained from the upper bound on the number of unlabeled plane graphs (or planar maps). Indeed, every drawing $G$ of $G$ can be transformed into a plane graph $H$ by subdividing the edges of $G$ by its crossings and regarding the crossings of $G$ as new 4-valent vertices in $H$. The graph $H$ has thus at most $n + \binom{m}{2}$ vertices, at most $m + \binom{m}{2} = m^2$ edges, no loops and no multiple edges. Tutte [17] showed that there are

$$\frac{2(2M)^3 M}{M! (M + 2)!} = 2^{(\log_2(12) + o(1))M}$$

rooted connected planar maps with $M$ edges (see also [2] [3] [2]). Walsh and Lehman [15] showed that the number of rooted connected planar loopless maps with $M$ edges is

$$\frac{6(4M + 1)!}{M!(3M + 3)!} = 2^{(\log_2(265/27) + o(1))M}.$$

This implies the upper bound $T(G) \leq 2^{(\log_2(265/27) + o(1))m^2}$. Somewhat better estimates could be obtained by reducing the problem to counting 4-regular planar maps [10] [16], since typically almost all vertices in $H$ are the 4-valent vertices obtained from the crossings of $G$. But such a reduction would be less straightforward and the resulting upper bound $2^{(\log_2(196/27) + o(1))m^2}$ still relatively high for dense graphs (for graphs with more than $27n$ edges the two upper bounds from Theorem 4 are better).

The proof in [2] implies the upper bound $T(K_n) \leq 2^{(1/12 + o(1))n^2}$, although it is not explicitly stated there. However, the key Proposition 7 in [2] is incorrect. We prove a correct version in the full paper.

Note that by the reduction to counting planar maps, for every fixed constant $k$, we also obtain the upper bound $2^{O(km^2)}$ on the number of isomorphism classes of connected topological graphs with $m$ edges where all pairs of edges are allowed to cross $k$ times.

2 A few open problems

The problem of counting the asymptotic number of “nonequivalent” simple drawings of a graph in the plane is answered only partially. Many open questions remain.

The gap between the lower and upper bounds on $T_w(G)$ proved in Theorem 2 is wide open, especially for graphs with low density. For graphs with $cn^2$ edges, the lower and upper bounds on $\log T_w(G)$ differ by a logarithmic factor. We conjecture that the correct answer is closer to the lower bound.

We do not even know whether $T_w(G)$ is a monotone function with respect to the subgraph relation, since there are simple topological graphs that cannot be extended to simple complete topological graphs. Due to somewhat “rigid” properties of simple complete topological graphs, we have a much better upper bound for the complete graph than, say, for the complete bipartite graph on the same number of vertices.
Problem 1 Does the complete graph $K_n$ maximize the value $T_w(G)$ among the graphs $G$ with $n$ vertices? More generally, is it true that $T_w(H) \leq T_w(G)$ if $H \subseteq G$?

Our methods for proving upper bounds on the number of weak isomorphism classes of simple topological graphs do not generalize to the case of topological graphs with two crossings per pair of edges allowed.

Problem 2 What is the number of weak isomorphism classes of drawings of a graph $G$ where every two independent edges are allowed to cross at most twice and every two adjacent edges at most once?

For the complete graph with $n$ vertices, Pach and Tóth [13] proved the lower bound $2^{\Omega(n^2 \log n)}$ and the upper bound $2^{O(n^2)}$.

A nontrivial lower bound can be proved also in the case when $G$ is a matching. Ackerman et al. [1] constructed a system of $n$ $x$-monotone curves where every pair of curves intersect in at most one point where they either cross or touch, with $\Omega(n^{4/3})$ pairs of touching curves. Eyal Ackerman (personal communication) noted that this also follows from an earlier result by Pach and Sharir [11], who constructed an arrangement of $n$ segments with $\Omega(n^{4/3})$ vertically visible pairs of disjoint segments. By changing the drawing in the neighborhood of every touching point, we obtain $2^{\Omega(n^{4/3})}$ different intersection graphs of 2-intersecting curves, also called string graphs of rank 2 [13]. This improves the trivial lower bound observed by Pach and Tóth [13].
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Abstract

The invisibility graph $I(X)$ of a set $X \subseteq \mathbb{R}^d$ is a (possibly infinite) graph whose vertices are the points of $X$ and two vertices are connected by an edge if and only if the straight-line segment connecting the two corresponding points is not fully contained in $X$. We consider the following three parameters of a set $X$: the clique number $\omega(I(X))$, the chromatic number $\chi(I(X))$ and the minimum number $\gamma(X)$ of convex subsets of $X$ that cover $X$.

We settle a conjecture of Matoušek and Valtr claiming that for every planar set $X$, $\gamma(X)$ can be bounded in terms of $\chi(I(X))$. As a part of the proof we show that for any $n$-point holes near its boundary has $\chi(I(X)) \geq \log \log(n)$ but $\omega(I(X)) = 3$.

We also find sets $X$ in $\mathbb{R}^5$ with $\chi(I(X)) = 2$, but $\gamma(X)$ arbitrarily large.

1 Introduction

Let $X$ be a subset of a $d$-dimensional Euclidean space. We say that two points $x, y \in X$ see each other if the straight-line segment $\overline{xy}$ connecting $x$ and $y$ is a subset of $X$. The invisibility graph $I(X)$ of a set $X \subseteq \mathbb{R}^d$ is a graph whose vertices are the points of $X$ and two vertices are connected by an edge if and only if they do not see each other. Let $\chi(G)$ be the chromatic number of a graph $G$ and let $\omega(G)$ be its clique number. For a set $X \subseteq \mathbb{R}^d$ we define $\gamma(X)$ to be the minimum possible number of convex subsets of $X$ that cover $X$.

Further, let $\chi(X) := \chi(I(X))$ and $\omega(X) := \omega(I(X))$.

Sets $X$ with $\omega(X) = n - 1$ are sometimes called $n$-convex [8].

Observe that $\omega(X) \leq \chi(X) \leq \gamma(X)$ for any set $X$.

If a planar set $X$ is closed, then $\gamma(X)$ can be bounded by a function of $\omega(X)$. This was proved by Breen and Kay [2] and the current best known upper bound is $\gamma(X) \leq O(\omega(X)^3)$ by Matoušek and Valtr [6]. From the other direction, there exist examples by Matoušek and Valtr [6] with $\gamma(X) \geq \Omega(\omega(X)^2)$.

However, if we don’t restrict ourselves to closed sets, there is no upper bound on $\gamma(X)$ even for sets with $\omega(X) = 3$. An example is the disc $D_3$ with $\lambda$ one-point holes punctured in the vertices of a regular convex $\lambda$-gon near the boundary of $D_3$, for which $\omega(D_3) = 3$, but $\gamma(D_3) = \lceil \lambda/2 \rceil + 1$ (see [6]).

A one-point hole in a set $X \subseteq \mathbb{R}^d$ is a point that forms a path-connected component of $\mathbb{R}^d \setminus X$. Let $\lambda(X)$ be the number of one-point holes in the set $X$.

The example of the set $D_3$ led to studying the properties of planar sets with a limited number of one-point holes by Matoušek and Valtr [6]. In particular, they proved the following theorem.

Theorem 1 (Matoušek and Valtr [6]) Let $X \subseteq \mathbb{R}^2$ be a set with $\omega(X) = \omega < \infty$ and $\lambda(X) = \lambda < \infty$. Then

$$\gamma(X) \leq O(\omega^4 + \lambda \omega^2).$$

For any $\omega \geq 3$ and $\lambda \geq 0$ they also found sets $X$ with $\omega(X) = \omega$, $\lambda(X) = \lambda$ and $\gamma(X) \geq \Omega(\omega^3 + \omega \lambda)$.

Matoušek and Valtr [6] conjectured that for an arbitrary planar set $X$, the value of $\gamma(X)$ is bounded by a function of $\chi(X)$. Then $\chi(X)$ cannot be bounded
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by a function of \( \omega(X) \) as shows the above example with \( D_4 \).

Lawrence and Morris [4] proved that for every \( k \) there exists \( n_0(k) \) such that whenever \( S \) is a set of finitely many points in the plane and \( |S| \geq n_0(k) \), then \( \chi(\mathbb{R}^2 \setminus S) \geq k \). 1 Thus, whenever \( X \) is the complement of a finite set of points, \( \lambda(X) \) can be bounded in terms of \( \chi(X) \). This implies, by Theorem 1, that the value of \( \gamma(X) \) can be bounded in terms of \( \chi(X) \), settling the conjecture of Matoušek and Valtr in the special case when \( X \) is a complement of a finite set of points.

In this paper, we strengthen the result of Lawrence and Morris [4] and settle the conjecture for every planar set \( X \).

The tower function \( T_l(k) \) is defined recursively as \( T_0(k) = k \) and \( T_l(k) = 2^{T_{l-1}(k)} \). Its inverse is the iterated logarithm \( \log^{(l)}(n) \), that is, \( \log^{(l)}(n) = n \) and \( \log^{(l)}(n) = \log(\log^{(l-1)}(n)) \).

**Theorem 2** Any set \( X \subseteq \mathbb{R}^2 \) with \( \chi(X) = \chi < \infty \) satisfies

\[
\gamma(X) \leq O(2^{4T_2(\chi)} \cdot \chi^3).
\]

The proof of Theorem 2 is omitted from this extended abstract. In the full version of the paper, we also show that for every dimension \( d \), \( \lambda(X) \) can be bounded in terms of \( \chi(X) \) for sets \( X \subseteq \mathbb{R}^d \). This answers Question 6 of Lawrence and Morris [4].

A set \( X \) is star-shaped if \( X \) contains a point \( x \in X \) that sees every other point of \( X \).

In Sections 2 and 3 we show that \( \chi \) and \( \gamma \) can be separated in dimensions 5 and more.

**Theorem 3** For every positive integer \( g \) there exist star-shaped sets

1. \( X \subseteq \mathbb{R}^6 \) satisfying \( \chi(X) = 2 \) and \( \gamma(X) \geq g \) and
2. \( X_c \subseteq \mathbb{R}^6 \) that is closed and satisfies \( \chi(X_c) = 4 \) and \( \gamma(X_c) \geq g \).

**Theorem 4** For every positive integer \( g \) there exist star-shaped sets

1. \( X \subseteq \mathbb{R}^5 \) satisfying \( \chi(X) = 2 \) and \( \gamma(X) \geq g \) and
2. \( X_c \subseteq \mathbb{R}^5 \) that is closed and satisfies \( \chi(X_c) = 6 \) and \( \gamma(X_c) \geq g \).

**Problem 1** Does there exist a function \( f \) such that

\[
\gamma(X) \leq f(\chi(X)),
\]

1. for every set \( X \subseteq \mathbb{R}^3 \)
2. for every set \( X \subseteq \mathbb{R}^4 \)

All logarithms in this paper are binary. We use the notation \( \lceil x \rceil \) for the straight line segment between points \( x \) and \( y \).

---

1The graph \( G_S \) in the paper of Lawrence and Morris is precisely the invisibility graph of \( \mathbb{R}^2 \setminus S \).

---

### 2 Constructions in dimension 6

#### 2.1 Set with chromatic number 2

We prove part 1 of Theorem 3. Part 2 is omitted from this extended abstract.

Let \( P_n \) be the cyclic polytope on \( n \geq 7 \) vertices (see for example [3]) and \( V_n \) its set of vertices. Thus the convex hull of every triple of points from \( V_n \) is a triangular face of \( P_n \).

**Lemma 5** Let \( K_n \) be the complete graph on the set \( V \) of \( n \geq 7 \) vertices and let \( k := \lceil 2\log(n) + 2 \rceil \). It is possible to orient the edges of \( K_n \) so that every set \( V' \subseteq V \) of size at least \( k \) contains a directed triangle.

**Proof.** For brevity, we call a set \( V' \) good if it contains a directed triangle.

We orient the edges randomly and show that with positive probability, every set \( V' \subseteq V \) of size at least \( k \) is good.

First, we will bound the probability \( b_k \) that a given set \( V' \) of \( k \) vertices is bad.

If there exists a directed cycle on \( V' \) of length greater than 3, then one of the two cycles created by adding an arbitrary diagonal to the cycle is again directed. Thus there exists a directed triangle on \( V' \).

There are \( 2^{k(k-1)/2} \) possible orientations of edges of a complete graph on \( k \) vertices out of which \( k! \) are acyclic. Thus

\[
b_k = \frac{k!}{2^{k(k-1)/2}} = k!2^{-k^2/2+k/2}.
\]

The probability that some \( k \)-tuple \( V' \) of vertices is bad is thus at most

\[
\binom{n}{k} \cdot \frac{n!}{k!} b_k = \frac{n^k}{k!} b_k = 2^{k\log(n)-k^2/2+k/2}
\]

\[
= 2^{k(\log(n)-k/2+1/2)} \leq 2^{k(\log(n)-\log(n)-1+1/2)} \leq 2^{k(-1/2)} < 1.
\]

**□**

We fix the orientation of the edges of \( P_n \) in which every \( k \)-tuple of vertices is good. A triangular face of \( P_n \) has directed boundary if the three edges of the face form a directed cycle. The set \( X \) is constructed by puncturing a one-point hole in the barycenter of triangular faces of \( P_n \), with directed boundary.

Vertices of \( P_n \) are colored black. Edges are cut in thirds. In every edge, the interior of the middle third together with the point at one third closer to the end of the edge is colored white. The rest of the edges is black. The coloring of triangular faces with directed boundary is depicted on Fig. 1. The rest of \( X \) is colored black.

All the edges of the visibility graph of \( X \) are between pairs of points lying on the same triangular face.
Figure 1: Coloring of a face with directed boundary. Lines determined by pairs \((p_1,p_2), (p_2,p_3), \) and \((p_3,p_4)\) intersect in the barycenter and split the triangle into monochromatic regions. Full lines and gray areas represent black color, the rest is white.

with directed boundary. The coloring is proper on each of these faces and thus the 2-coloring of the whole \(X\) is proper.

If a convex set \(C\) contains at least \(k\) vertices of \(X\), then it contains a triangular face with directed boundary and thus \(C\) contains a one-point hole. Therefore

\[
\gamma(X) \geq \frac{n}{2\log(n) + 3}.
\]

### 3 Constructions in dimension 5

Here we present some parts of the proof of part 1 of Theorem 4. The rest of the proof is omitted from this extended abstract.

The constructions are similar to those in dimension 6: for part (1) of the theorem, the set \(X\) is a closed cyclic polytope with one-point holes in some of the 2-dimensional faces. For part (2), instead of points we remove small 5-dimensional polytopes attached to the 2-dimensional faces. The difference from the construction in dimension 6 is in the placement of the holes: here we cannot apply the same argument as in the previous section since for the cyclic polytope in dimension 5 only quadratically many triples of vertices induce a 2-dimensional face and there is a 2-coloring of the vertex set in which no 2-dimensional face is monochromatic.

In the full version of the paper, we show two different ways how to choose the holes. In the first construction we essentially show that randomly chosen holes will do, but the proof (interestingly) requires a rather nontrivial result from group theory. Also the construction proves only part (1) of the theorem. In the second construction we specify the locations of the holes precisely. Moreover, we show that the holes can be enlarged to open pyramids, which shows part (2) of the theorem. The proof of part (2) of the theorem is analogous to the proof of part (2) of Theorem 3 and is omitted from this abstract.

Let \(P_n\) be the 5-dimensional cyclic polytope on \(n \geq 6\) vertices with (ordered) vertex set \(V_n = \{v_1, v_2, \ldots, v_n\}\). For brevity, we call the triangular face with vertices \(v_i, v_j\) and \(v_k\) the \(ijk\) triangle. Similarly, the \(ij\) edge is the edge between vertices \(v_i\) and \(v_j\). The 2-dimensional faces of \(P_n\) are the triangles

- \(1ij\) for every \(1 < i < j < n\) (type 1ij triangles),
- \(ij1\) for every \(1 < i < j < n\) (type ijj triangles),
- \(i(i+1)j\) for every \(1 < i < j-1 < n\) (type i(i+1)j triangles) and
- \(ij(j+1)\) for every \(1 < i < j < n-1\) (type ijj triangles).

### 3.1 Covering with convex sets

In the constructions proving part (1) of Theorem 4, we remove a one-point hole from every type 1ij triangle. In the construction proving part (2), we remove an open flat simplex instead of the point (as in Section 2). The following lemma shows that in both cases, the resulting set cannot be covered by a bounded number of convex sets.

**Lemma 6** Let \(X\) be a subset of \(P_n\) such that every edge of \(P_n\) is a subset of \(X\) and none of the type 1ij triangles is a subset of \(X\). Then \(\gamma(X) \geq \Omega(\log n / \log \log n)\).

**Proof.** Let \(X = C_1 \cup C_2 \cup \cdots \cup C_k\) be a covering of \(X\) with convex subsets of \(X\). The covering induces a partition of each open edge \(i\ell, 2 \leq i \leq n\), into at most \(k\) intervals \(I_{i1}^k, I_{i2}^k, \ldots, I_{ik}^k\), where each of the intervals \(I_{ij}^k\) is covered by one of the convex sets \(C_{l(i,j)}\). Since the convex sets in the covering may overlap, this partition need not be unique; in such a case we just pick one.

We say that the partitions of two edges \(i\ell\) and \(i\ell'\) are of the same type if \(k_i = k_{i'}, l(i,p) = l(i',p)\) for each \(p = 1, 2, \ldots, k_i\) (in other words, the "colors" appear in the same order along the edges), and for each \(p = 1, 2, \ldots, k_i\) the type of the interval \(I_{ij}^k\) \((\text{that is, closed, open, or half-closed from the left/right)}\) is the same as the type of the interval \(I_{ij}^k\). Degenerate one-point intervals are considered as closed. The number of types of the partitions is at most \(2^k \cdot k! \cdot 2^{k-1}\). Indeed, there are at most \(2^k\) subsets of "colors", each of the subsets can be linearly ordered in at most \(k!\) ways, and there are at most \(k-1\) boundary points shared by two intervals, where one of the intervals is locally closed and the other one locally open.

It follows that if \(n > 2^k \cdot k! \cdot 2^{k-1} + 1\), then there are two edges \(i\ell\) and \(i\ell'\) of the same type. The convex hulls \(\text{conv}(I_{ij}^k \cup I_{ij}^{k'})\) cover the whole open triangle \(1i\ell\), including the one-point hole inside, which is a contradiction. Therefore \(n \leq 2^k \cdot k! \cdot 2^{k-1} + 1\), which implies that \(\gamma(X) \geq \Omega(\log n / \log \log n)\). □
4 Concluding remarks

To solve Problem 1 in dimension 4 we could use a construction similar to those in dimensions 5 and 6 provided the following problem has a positive answer.

**Problem 2** Does there exist for every $k$ a convex simplicial polytope $P(k)$ in $\mathbb{R}^3$ such that in every coloring of vertices of $P(k)$ by $k$ colors we can find a triangular face whose vertices are monochromatic?

Assuming the polytope $P(k)$ from Problem 2 exists, the set $X$ from Problem 1 is obtained from $P(k)$ by making a one-point hole in an arbitrary point inside every triangular face. Such a set $X$ cannot be covered by $k$ convex sets since otherwise one of the convex sets would contain three vertices of a triangular face.

The invisibility graph $I(X)$ can be colored by 13 colors in the following way. All the vertices of $P(k)$ get color 1. Tancer [7] has shown that the edges of every 2-dimensional simplicial complex PL-embeddable in $\mathbb{R}^3$ can be colored by 12 colors so that for every triangular face, the three edges on its boundary have three different colors. This applies, in particular, to the 2-skeleton of every 4-dimensional convex simplicial polytope. We use colors $2, 3, \ldots, 13$ to color the interiors of edges of $P(k)$ in this way. For each triangular face and each point $p$ on its boundary, the interior of the segment connecting the one-point hole with $p$ is colored by the color of $p$. All the remaining points of $X$ are isolated in $I(X)$ and thus may be colored arbitrarily.

The boundary complex of a 4-dimensional convex simplicial polytope is a special case of a triangulation of $S^3$. If we relax the condition on polytopality in Problem 2 and ask only for a triangulation of $S^3$, then the answer is yes. Heise et al. [3] constructed, for every $k$, a 2-dimensional simplicial complex linearly embedded in $\mathbb{R}^3$ such that in every coloring of its vertices with $k$ colors at least one of the triangles is monochromatic. We found the same simplicial complex independently, modifying Boris Bukh’s construction, which was communicated to us by Martin Tancer. The vertices of the complex are placed on the moment curve and a suitable noncrossing subset of triangles is chosen for the faces. It remains to extend the embedded complex to a triangulation of the whole $\mathbb{R}^3$, or $S^3$ [1].
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Abstract

A graph is crossing-critical if its crossing number decreases when we remove any of its edges. Recently it was proved that if a non-planar graph $G$ is obtained by adding an edge to a cubic polyhedral (planar 3-connected) graph, then $G$ can be made crossing-critical by a suitable multiplication of its edges. Here we show: (i) a new family of graphs that can be transformed into crossing-critical graphs by a suitable multiplication of its edges, and (ii) a family of graphs that cannot be made crossing-critical by any multiplication of its edges.

Introduction

This work is motivated by the following question settled by Beaudou et al. in [1]: to what extent is crossing-criticality a property that is inherent to the structure of a graph, and to what extent can it be induced on a non crossing-critical graph by multiplying (all or some of) its edges? In [1] a family of non crossing-critical graphs are transformed into crossing-critical graphs by multiplying (adding parallel) edges.

The use of parallel edges has been essential in many other important results on crossing number. For example, in [2] was proved that for every $a > b > 0$, there exist a graph $G$ with crossing number $a$ in the plane, crossing number $b$ in the torus, and crossing number $0$ in the double torus. This is called the orientable crossing sequence of a graph $G$. In [4] was reported a conjecture of R. B. Richter which states that crossing-critical graphs have bounded maximum degree. This conjecture was disproved by Dvořák and Mohar [3], who exhibited crossing-critical graphs with large maximum degree. In all these papers the use of weighted (also called “thick”) edges is essential.

No simple graph that satisfies the properties as defined in [2] and [3] are not known. On the other hand there exist simple non crossing-critical graphs such that if we multiply its edges (or equivalently, assign weights on them) then they become crossing-critical, as in [1]. Thus, important questions remain:

What makes a graph crossing-critical? Does every non-planar graph become crossing-critical by a weight assignment to its edge set?

In this paper we give two infinite families $\mathcal{G}$ and $\mathcal{G}'$ of graphs such that (i) every graph in $\mathcal{G}$ remains non crossing-critical even after any multiplications of its edges, and (ii) every graph in $\mathcal{G}'$ is not crossing-critical, but after a suitable multiplication of its edges, it is transformed into a crossing-critical graph. Let us proceed to define these families.

Let $W_n$ be the wheel with $n + 1$ vertices, $n \geq 5$, and let $v_0$ be the degree $n$ vertex. The remaining $n$ vertices are labeled $v_1, v_2, \ldots, v_n$ in the order in which they appear in the $n$-cycle. We add a new vertex $u$ to $W_n$ which is joined to vertices $v_0, v_1$ and $v_3$ and denote by $G_n$ the resulting graph. Let $G'_n$ be the graph that results by removing the edges $v_0v_1$ and $v_0v_3$ from $G_n$. We define $\mathcal{G} := \{G_n : n \geq 5\}$ and $\mathcal{G}' := \{G'_n : n \geq 5\}$. See Figure 1. Note that each graph of $\mathcal{G} \cup \mathcal{G}'$ is 3-connected.

It is not difficult to find non-planar graphs which cannot be made crossing-critical by any multiplication of its edges. For example, if $G$ is a non-planar graph and $e$ is a cut edge of $G$, then $G$ cannot be made crossing-critical by any multiplication of its edges because $e$ cannot be made critical. Thus, some connectivity assumption is needed in order to guarantee that a non-planar graph can be made crossing-critical. In [1], for example, the graphs under consideration are assumed to be internally 3-connected and such an assumption plays a central role in its work. On the other hand, as we will see in Theorem 1, the family $\mathcal{G}$ is interesting because shows that 3-connectedness property by itself is not sufficient to ensure that a non-planar graph can be made crossing-critical.

Our main results are the following.

\textbf{Theorem 1} Any graph $G_n \in \mathcal{G}$ is not crossing-critical. Moreover, $G_n$ cannot be made crossing-critical by any multiplication of its edges.

\textbf{Theorem 2} Every graph $G'_n \in \mathcal{G}'$ is not crossing-critical, but there exists a suitable multiplication of its edges such that the resulting graph $G'_n$ is crossing-critical.

\textsuperscript{*}Email: cesar@fisica.uaslp.mx.
\textsuperscript{†}Email: jleanos@matematicas.reduaz.mx.
An edge \( e \) of a graph \( G \) is a Kuratowski edge if there is a subgraph \( H \) of \( G \) which is isomorphic to a subdivision of a \( K_5 \) or \( K_{3,3} \) and \( e \) lies on \( H \). In [1] it was conjectured that a graph whose edges are all Kuratowski becomes crossing-critical after a suitable multiplication of its edges. In this sense, note that the graphs in \( G' \) are consistent with this conjecture because any edge in \( G'_n \) is a Kuratowski edge (unlike the edges \( v_0v_1 \) and \( v_0v_3 \) in \( G_n \)).

1 Multigraphs and weighted graphs

We recall that the crossing number \( \text{cr}(G) \) of a graph \( G \) is the minimum number of pairwise intersections of edges in a drawing of \( G \) in the plane. An edge \( e \) of \( G \) is crossing-critical if \( \text{cr}(G - e) < \text{cr}(G) \), and say that \( G \) is crossing-critical if all its edges are crossing-critical.

Recall that a weighted graph is a pair \((G, w)\) where \( G \) is a graph and \( w \) is a function (the weight assignment) that assigns to each edge \( e \) of \( G \) a number \( w(e) \) (the weight). The weight assignment is positive (respectively, integer) if \( w(e) \) is a positive (respectively, integer) number for any edge \( e \) of \( G \). We only consider positive integer weight assignments.

We extend the concept of crossing number to weighted graphs \((G, w)\) in an analogous way, just taking to account that a crossing between the edges \( e \) and \( e' \) contributes \( w(e) \cdot w(e') \) to \( \text{cr}(G, w) \). A drawing \( D \) of \((G, w)\) is optimal if \( \text{cr}(D) = \text{cr}(G, w) \).

We now proceed to define what a crossing-critical edge is in a weighted graph. Let \((G, w)\) be a weighted graph, an edge \( e \) of \((G, w)\) is crossing-critical if \( \text{cr}(G, w) < \text{cr}(G, w_e) \), where the weight assignment \( w_e \) is defined by

\[
w_e(f) = \begin{cases} 
w(f) & \text{if } f \neq e, \\
w(f) - 1 & \text{if } f = e.
\end{cases}
\]

As usual, \((G, w)\) is crossing-critical if all its edges are crossing-critical.

Let \( G^* \) be a multigraph, and let \( G \) be its underlying simple graph. We define the associated weighted graph \((G, w^*)\) of \( G^* \) as follows: for every edge \( e \) of \( G \), we define \( w^*(e) \) as the multiplicity of \( e \) in \( G^* \). The following observation is straightforward.

**Remark 1** Let \( G^* \) be a multigraph and let \((G, w^*)\) be its associated weighted graph. Then \( G^* \) is crossing-critical if and only if \( (G, w^*) \) is crossing-critical.

2 Proofs of Theorems 1 and 2

For brevity, let (i) \( \alpha_0 := v_0u \) and \( \alpha_i := v_0v_i, i = 1, \ldots, n \); (ii) \( \beta_i := v_iv_{i+1}, i = 1, \ldots, n \) with \( v_{n+1} = v_1 \);

and (iii) \( \gamma_1 := w_1 \) and \( \gamma_2 := w_3 \). Under this notation, observe that \( G'_n = G_n - \{\alpha_1, \alpha_3\} \). See Figure 1.

**Lemma 3** Let \( w' \) be a positive integer weight assignment on \( G'_n \). Then there exists an optimal drawing of \((G'_n, w')\) in which we can add both edges \( \alpha_1 \) and \( \alpha_3 \) without increasing the crossing number.

**Proof.** Let \( D' \) be an optimal drawing of \((G'_n, w')\). We divide the proof according to the edges that are involved in a crossing in \( D' \).

(A) Suppose that \( \alpha_0 \) is crossed in \( D' \) (analogously for \( \alpha_2 \)).

Since \( D' \) is an optimal drawing, \( \alpha_0 \) does not cross with adjacent edges, therefore \( \alpha_0 \) crosses with a \( \beta \)-edge, say \( \beta_j \). Let \( D^* \) be the drawing defined as follows. Draw a simple regular \( n \)-polygon such that \( v_1, v_2, \ldots, v_n \) (in that order) are its vertices, place \( v_0 \) in the center of such a polygon and add the \( \alpha_i \)-edge, \( i = 2, 4, 5, \ldots, n \), as straight line segments. Now draw \( \alpha_0 \) as a straight line segment crossing the edge \( \beta_j \). Finally the edges \( \gamma_1 \) and \( \gamma_2 \) can be added around the \( n \)-polygon boundary without introducing new crossings. So \( D^* \) has just one crossing and therefore \( \text{cr}(D^*) \leq \text{cr}(D') \). But since \( D' \) is an optimal drawing, we must have that \( \text{cr}(D^*) = \text{cr}(G', w') \). Moreover, we can add the edges \( \alpha_0 \) and \( \alpha_3 \) as straight line segments without adding a new crossing, as required.

(B) Both edges in any of \( \{\beta_1, \beta_2\}, \{\gamma_1, \gamma_2\}, \{\beta_1, \gamma_2\} \) are not crossed in \( D' \).
We only analyze the case in which both edges of 
\{\beta_1, \gamma_2\} are not crossed in \(D'\) (the rest of the cases can be verified similarly). By (A) we can assume that neither \(\alpha_0\) nor \(\alpha_2\) are crossed in \(D'\). Because none of \(\beta_1\) and \(\gamma_2\) has a cross in \(D'\), we can add \(\alpha_1\) (respectively \(\alpha_3\)) following the uncrossed path \(\alpha_2\beta_1\) (respectively \(\alpha_0\gamma_2\)) without introducing new crossings.

(C) Suppose \(\beta_1\) crosses \(\gamma_2\) in \(D'\) (analogously, \(\beta_2\) crosses \(\gamma_1\)).

Draw a plane wheel with vertices \(v_1, \ldots, v_n\) forming a \(n\)-cycle and the vertex \(v_0\) as the center. All edges \(v_i, i \neq 1, 3\) are the spokes of this wheel. Then draw the path \(\alpha_0\gamma_1\) as a spoke. Finally add the edge \(\gamma_2\) only crossing the edge \(\beta_1\). Since the number of crossings of such a drawing is less than or equal to the number of crossings of \(D'\), it is optimal. In this new drawing we can add \(\alpha_1\) and \(\alpha_3\) without increasing the crossing number.

By (A) and (C) we can assume that neither \(\gamma_1, \gamma_2, \beta_1, \beta_2, \alpha_0\) nor \(\alpha_2\) cross each other. Thus \(\gamma_1, \gamma_2, \beta_1, \beta_2, \alpha_0\) and \(\alpha_2\) form a plane \(K_{2,3}\). Without any loss of generality, we may assume that \(v_0\) is in the bounded region defined by the cycle \(\gamma_1\beta_1\beta_2\gamma_2\). Let \(R, S\) and \(Q\) denote the disjoint regions bounded by the cycles \(\alpha_0\alpha_2\beta_1\gamma_1, \alpha_0\gamma_2\beta_2\alpha_2\) and \(\gamma_1\beta_2\beta_1\gamma_1\), respectively. (See Figure 2)

Let \(P\) be the path \(\beta_3\beta_4\ldots\beta_n\). Let \(\mu, \nu\), and \(\rho\) be the element of \(\{\beta_1, \gamma_1\}, \{\beta_2, \gamma_2\}\), and \(\{\beta_1, \beta_2, \gamma_1, \gamma_2\}\) with less weight, respectively.

Now we proceed according to the interior vertices of \(P\) that are in each of \(R, S\) and \(Q\).

(D) No interior vertices of \(P\) are in \(Q\).

Then, all the interior vertices of \(P\) are in \(R\) or \(S\), or both of them.

(D.i) All interior vertices of \(P\) are in \(R\) (analogously for \(S\)). Since \(D'\) is optimal, \(\beta_3\) is the only edge that cross the cycle \(\alpha_0\alpha_2\beta_1\gamma_1\). By (A), \(\beta_3\) does not cross neither \(\alpha_0\) nor \(\alpha_2\), thus, by optimality, \(\beta_3\) only crosses with \(\mu\). Then this case follows from (B).

(D.ii) Both \(R\) and \(S\) contain interior vertices of \(P\). Because \(Q\) has no interior vertices of \(P\), at least one \(\beta\)-edge of \(P\) goes from \(R\) to \(S\). Moreover, such a \(\beta\)-edge is neither \(\beta_3\) nor \(\beta_n\). Let \(\beta_i\) be \(i \neq 3, n\), the \(\beta\)-edge of \(P\) with less weight. Thus we can get a drawing \(D^*\) where the only crossings are those involving \(\beta_i\) with \(\mu\) and \(\beta_i\) with \(\nu\). Since \(D'\) is optimal, \(cr(D^*) = cr(D')\). By (B), we can add the edges \(\alpha_1\) and \(\alpha_3\) without increasing the crossing number.

(E) Some interior vertices of \(P\) are in \(Q\).

In this case we have three possibilities.

(E.i) All interior vertices of \(P\) are in \(Q\). In this case we can get a drawing with as many crossings as \(D'\) in which every crossing involves \(\rho\) and some \(\alpha_i\), with \(i = 4, 5, \ldots, n\). This case follows from (B).

(E.ii) Each region \(R, S\) and \(Q\) contains interior vertices of \(P\). Then there must be a \(\beta\)-edge, say \(\beta_1\) (respectively \(\beta_3\)), crossing the cycle that bounds the region \(R\) (respectively \(S\)). By (A), \(\beta_1\) (respectively \(\beta_3\)) must cross either \(\gamma_1\) or \(\beta_1\) (respectively \(\gamma_2\) or \(\beta_2\)). If \(w'(\beta_1) \leq w'(\beta_i)\), we can get an optimal drawing \(D^*\) by putting all vertices \(v_4, v_5, \ldots, v_n\) in \(S\), all vertices \(v_1, v_2, v_3, v_4, v_5, \ldots, v_n\) in \(R\). Thus we are back in case (D.ii). If \(w'(\beta_1) \leq w'(\beta_3)\) we can proceed analogously.

(E.iii) Both \(R\) and \(Q\) contain (all the) interior vertices of \(P\) (analogously for \(S\) and \(Q\)). Let \(v_4\) be the interior vertex of \(P\) in \(R\) with the smallest index. If \(v_4\) is in \(R\), then the edge \(\beta_3\) crosses the cycle \(\alpha_0\alpha_2\beta_1\gamma_1\) and, by putting all interior vertices of \(P\) in \(R\), we can proceed as in (D.ii). Thus \(v_4\) must be in \(Q\) and so \(i \geq 5\). By the choice of \(v_4\), and (A), \(\beta_1\) crosses either \(\gamma_1\) or \(\beta_1\), and all vertices \(v_4, v_5, \ldots, v_n\) remain in \(R\). This implies \(cr(D^* \cup P) = cr(D')\) and satisfies (B).

\[\square\]

**Proof of Theorem 1.** Lemma 3 implies that both \(\alpha_1\) and \(\alpha_3\) are not crossing-critical in \((G_n, w)\) for any weight assignment \(w\) on \(G_n\). Theorem 1 follows combining this and Remark 1.

Finally, consider the following weight assignment \(w'_n\) on \(G'_n\):

\[w'_n(e) = \begin{cases} 1 & \text{ if } e = \alpha_i, i = 4, \ldots, n; \\ n - 3 & \text{ otherwise.} \end{cases}\]

**Lemma 4** \(cr(G'_n, w'_n) = (n - 3)^2\) and \((G'_n, w'_n)\) is crossing-critical.
Proof. The proof for the crossing number is essentially that given in Lemma 3. To prove that the graph is crossing-critical, it is easy to see that for each edge $e$ there exists an optimal drawing of $(G'_n, w'_n)$ where $e$ is involved in a crossing. 
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Abstract

Bar visibility graphs were introduced in the seventies as a model for some VLSI layout problems. They have been also studied since then by the graph drawing community, and recently several generalizations and restricted versions have been proposed.

We introduce a generalization, \textit{witness-bar visibility graphs}, and we prove that this class encompasses all the bar-visibility variations considered so far. In addition, we show that many classes of graphs are contained in this family, including in particular all planar graphs, interval graphs, circular arc graphs and permutation graphs.

1 Introduction and preliminary definitions

Given a set $S$ of disjoint horizontal line segments in the plane (called \textit{bars} hereafter) we say that $G$ is a \textit{bar-visibility graph} if there is a bijection between $S$ and the vertices of $G$, and an edge between two of these if and only if there is a vertical segment (called \textit{line of sight}) between the corresponding bars that does not intersect any other bar. We also say that $S$ is a \textit{bar visibility representation} (or a \textit{bar visibility drawing}) of $G$.

Bar visibility graphs were introduced by Garey, Johnson and So [13] as a modeling tool for digital circuit design (see also [16]). These representations are also a useful tool for displaying diagrams that convey visual information on relations among data, which is why many variations of these graphs have been considered by the graph drawing community [6, 7, 8, 9, 12, 14, 15].

We need some definitions before we can pose precisely our problem; we use standard terminology as in [5]. We call \textit{v-segment} any vertical segment. We call $\varepsilon$-\textit{segment} any axis aligned rectangle having width $\varepsilon > 0$ (intuitively, a \textit{thick} vertical segment). Let $s$ and $t$ be two horizontal bars. We say that a $\varepsilon$-segment connects $s$ and $t$ if its endpoints are in $s$ and $t$. We say that an $\varepsilon$-segment connects $s$ and $t$ if its horizontal sides are contained in $s$ and $t$.

Let $S$ be a set of non-overlapping horizontal segments \textit{(bars)}. Two bars $s, t \in S$ are visible if, and only if, there is a $\varepsilon$-segment connecting $s$ and $t$ intersecting no other segment in $S$, and we say that $s$ and $t$ are \textit{visible} if, and only if there is an $\varepsilon$-segment connecting $s$ and $t$ intersecting no other segment in $S$.

With the preceding definition, bar visibility graphs as defined in the first paragraph of this section take as nodes a set of disjoint bars, and there is an edge between two nodes if and only if the corresponding bars are visible (this is also called a \textit{strong visibility representation} of the graph [17]). If instead of visibility we require $\varepsilon$-visibility, then we get bar $\varepsilon$-visibility graphs or, equivalently, an $\varepsilon$-\textit{visibility representation} of the graph. The latter have been characterized as those graphs that admit a planar embedding with all cutpoints on the exterior face [17, 18].

A graph $G$ is a \textit{weak bar visibility graph} if its nodes can be put in bijection with a set of disjoint bars and the nodes corresponding to every edge in $G$ are \textit{visible} (note that not every $\varepsilon$-visibility need be an edge). This family of graphs is exactly the class of all planar graphs [10].

Finally, we say that $G$ is a \textit{bar $k$-visibility graph} if there is a bijection between a set of bars $S$ and the vertices of $G$, and an edge between two of these if and only if there is a $\varepsilon$-segment joining the corresponding bars that intersects at most $k$ other bars. This generalization has been introduced in recent years [8, 12].

In this paper we introduce a stronger generalization, \textit{witness-bar visibility graphs}, and we prove that this representation approach encompasses all the bar-visibility variations considered so far. In addition, we show that many classes of graphs are contained in this family, including in particular all planar graphs, interval graphs, circular arc graphs and permutation graphs.

For the definition of witness-bar visibility graphs we consider, in addition to the set $S$ of bars that are in correspondence one-to-one with the vertices of the
graph being constructed, a set of green bars that “favor” visibility, and a set of red bars that “obstruct” visibility. Green bars act as positive witnesses while red bars correspond to negative witnesses. The bars from S neither favor nor obstruct visibilities.

For the ease of description it is useful to consider also purple bars that obstruct visibility in a slightly different way than red bars.

**Definition 1** Let $S$, $S_G$, $S_P$ and $S_R$ be four sets of horizontal segments (bars, green-bars, purple-bars, and red-bars, respectively) such that any two elements in $S \cup S_G \cup S_R$ are disjoint. We define:

1. The **green-bar visibility graph** of $S$ with respect to $S_G$ has one vertex for every element in $S$, and two bars $s, \bar{s} \in S$ are adjacent if and only if there is an $\varepsilon$-segment connecting $s$ and $\bar{s}$ that crosses at least one green bar.

2. The **purple-bar visibility graph** of $S$ with respect to $S_P$ has one vertex for every element in $S$, and two bars $s, \bar{s} \in S$ are adjacent if and only if there is an $\varepsilon$-segment connecting $s$ and $\bar{s}$ that does not cross any purple bar.

3. The **witness-bar visibility graph** of $S$ with respect to $S_G$ and $S_R$ has one vertex for every element in $S$, and two bars $s, \bar{s} \in S$ are adjacent if and only if there is an $\varepsilon$-segment connecting $s$ and $\bar{s}$ that crosses strictly more green bars than red bars.

The class of green, purple and witness-bar visibility graph are denoted, respectively, by $\mathcal{GBG}$, $\mathcal{PBG}$ and $\mathcal{WBG}$.

An illustration of the three types of graphs is shown in Figure 1 (on a black and white printer, node-bars appear as thin lines, red bars as thick dark lines, purple lines as thick lines colored light grey, and the green lines are seen as thick striped lines).

This work is devoted to the study of the classes of graphs that can be represented via green, purple or bar-visibility graphs and its properties. We start by considering the classes $\mathcal{GBG}$ and $\mathcal{PBG}$, which will be proved to be subclasses of $\mathcal{WBG}$. Then we will enumerate classes of graphs that are contained in $\mathcal{WBG}$, as well as properties of this class related to planarity.

The terminology witness-bar visibility graphs is inspired by the concept of witness proximity graphs, which focuses on deciding neighborliness relations among points in a finite set according to the presence of some positive and/or negative witness points, a topic that has been studied in recent years [1, 2, 3, 4, 11].

2 The subclasses $\mathcal{GBG}$ and $\mathcal{PBG}$

In this section we study the classes $\mathcal{GBG}$ and $\mathcal{PBG}$ and its relationships with other graph classes. The interest of this is made clear by our first result:

**Lemma 2** The class of graphs $\mathcal{WBG}$ contains strictly the classes $\mathcal{GBG}$ and $\mathcal{PBG}$.

An interval graph is the intersection graph of a set of (closed) intervals on the real line.

**Theorem 3** Let $G$ be a graph. If $G$ is an interval graph, then $G \in \mathcal{GBG}$. The reverse is in general false.

The graph class inclusion in Theorem 3 is strict, as one can show that $C_4$, which is not an interval graph, is in $\mathcal{GBG}$. However, graphs with induced cycles of length greater than 5 are not in $\mathcal{GBG}$.

**Proposition 4** If the girth of a graph in $\mathcal{GBG}$ is finite, then it is at most four.

As a consequence of the previous result, it follows that the green-bar visibility graph class does not contain any of the bar-visibility classes described in the introduction of this paper, because $C_n$ can be represented as weak/strong bar visibility graph for every $n \geq 3$ [17].

Note that even although one may think that the classes $\mathcal{GBG}$ and $\mathcal{PBG}$ are related by complementation, possibly by switching purple and green bar coloring, but it is not the case. For example the union of two disjoint triangular cycles is in $\mathcal{GBG}$, as seen in the preceding section, but its complement is $K_{3,3}$, which is not in $\mathcal{PBG}$, a fact that we will see below.

On the positive side, let us see that interval graphs admit a purple-bar visibility representation and prove a useful lemma.
Theorem 5 If $G$ is an interval graph, then $G \in \mathcal{PBG}$.

Lemma 6 Let $G$ be a triangle-free graph. If $G \in \mathcal{PBG}$ then $G$ is a planar graph.

Proof. The idea is given in Figure 2.

Figure 2: A purple-bar visibility representation of a triangle-free graph and the corresponding construction of its planar embedding.

Nevertheless the previous result cannot be extended to a characterization of the class $\mathcal{PBG}$:

Theorem 7
1. $K_{3,3} \notin \mathcal{PBG}$.
2. $K_n \in \mathcal{PBG}$, $\forall n$.
3. To admit a purple-bar visibility representation is not inherited by subgraphs.

Proposition 8 There are nonplanar graphs with triangles that do not admit a purple-bar visibility representation.

An example of these graphs is given in Figure 3.

Figure 3: A nonplanar graph $G$ with a triangle $(\triangle ajk)$, which does not admit a purple-bar visibility representation.

The class $\mathcal{PBG}$ generalizes the classical bar-visibility representations:

Theorem 9 Every graph $G$ that can be represented as strong/e/weak bar visibility graph admits as well a purple-bar visibility representation.

Corollary 10 Every graph $G$ that can be represented as strong/e/weak bar visibility graph admits as well a witness-bar visibility representation.

3 The class $\mathcal{WBG}$ of witness-bar visibility graphs

Witness bar visibility also generalizes $k$-bar visibility:

Theorem 11 Every graph $G$ that can be represented as a bar $k$-visibility graph admits as well a witness-bar visibility representation.

The idea of the proof is given in Figure 4.

Figure 4: Assume we have to deal with bar $l$-visibility, and consider a stack of 5 bars in a strip (left). We subdivide the strip into 7 slabs (right). In the second bar we mimic $l$-visibility using $\mathcal{WBG}$-visibility for the 3 lowest bars. In the fourth bar we do the same for the 3 intermediate bars, and in the sixth slab for the 3 highest bars.

Theorem 12 The circular arc graph and permutation graphs are contained in $\mathcal{WBG}$

Given a graph $G$, let $\bar{G}$ be the graph resulting from subdividing once every edge in $G$.

Lemma 13 Let $G$ be a graph. If $\bar{G} \in \mathcal{WBG}$ then $G$ is a planar graph.

Lemma 14 $\tilde{K}_{3,3} \notin \mathcal{WBG}$ and $\tilde{K}^c_{3,3} \in \mathcal{WBG}$.

As a consequence of the preceding lemma we immediately obtain the following result:

Theorem 15 The class of the graphs that admit a witness-bar visibility representation is not closed under complementation.

We conclude this section with another result on the class $\mathcal{WBG}$, that discards the possibility of characterizing the class by forbidden minors:

Theorem 16 The property of admitting a witness-bar visibility representation is not inherited by subgraphs.

Proof. We know that $K_6 \in \mathcal{WBG}$ from Theorem 7 and Lemma 2. On the other hand $\tilde{K}_{3,3}$ is a subdivision of a subgraph of $K_6$, but we know from Lemma 14 that $\tilde{K}_{3,3}$ is not in $\mathcal{WBG}$. This settles the claim. \qed
4 Concluding remarks

Let us summarize the properties we have proved for the class $WB_G$ of witness-bar visibility graphs:

- Every graph $G$ that can be represented as strong/weak visibility graph admits as well a witness-bar visibility representation.
- Every graph $G$ that can be represented as a bar $k$-visibility graph admits as well a witness-bar visibility representation.
- The class of interval graphs is contained in the class $WB_G$.
- If $G$ is a circular arc graph or a permutation graph then $G \in WB_G$.
- The class of the graphs that admit a witness-bar visibility representation is not closed under complementation.
- The property of admitting a witness-bar visibility representation is not inherited by subgraphs, which discards the possibility of characterizing the graph class $WB_G$ by forbidden minors.

We conclude that the graph class $WB_G$ is very rich and encompasses many other classes. However, to obtain a characterization or a recognition algorithm appear to be quite challenging problems.

References


The alternating path problem revisited

Merce Claverol\textsuperscript{1}, Delia Garijo\textsuperscript{2}, Ferran Hurtado\textsuperscript{1}, Dolores Lara\textsuperscript{1}, and Carlos Seara\textsuperscript{1}

\textsuperscript{1,3}Universitat Politècnica de Catalunya, Barcelona, Spain  
\textsuperscript{2}Universidad de Sevilla, Spain

Abstract

It is well known that, given \( n \) red points and \( n \) blue points on a circle, it is not always possible to find a plane geometric Hamiltonian alternating path. In this work we prove that if we relax the constraint on the path from being plane to being 1-plane, then the problem always has a solution, and even a Hamiltonian alternating cycle can be obtained on all instances. We also extend this kind of result to other configurations and provide remarks on similar problems.

Introduction

A geometric graph is a graph drawn in the plane whose vertex set is a set of points and whose edges are straight-line segments connecting pairs of vertices. Two edges of a geometric graph cross if they have an intersection point lying in the relative interior of both edges. A plane geometric graph is a geometric graph without any edge crossings. A 1-plane geometric graph is a geometric graph in which every edge has at most one crossing. Notice that the terms plane graph and 1-plane graph refer to a geometric object, while to be planar or 1-planar are properties of the underlying abstract graph. We use here standard notation for geometric graphs as in [3] and [12].

Let \( P \) be a set of points in the plane in general position (i.e., no three points are collinear), and let \( CH(P) \) denote its convex hull. A geometric spanning tree on \( P \), generically denoted by \( \text{tree}(P) \), is any spanning tree on \( P \) whose edges are straight-line segments connecting two points on \( P \). Observe that if \( |P| = 1 \), the tree on \( P \) is a single vertex. When the tree is a path, we write \( \text{path}(P) \). The geometric complete graph \( K(P) \) on \( P \) is the complete geometric graph with vertex set \( P \). Notice that \( \text{tree}(P) \) is a spanning tree of \( K(P) \).

Let \( R \) and \( B \) be two disjoint sets of red and blue points in the plane such that no three points of \( R \cup B \) lie on the same line. The geometric complete bipartite graph \( K(R,B) \) is the graph with vertex set \( R \cup B \) and whose edges are all the straight-line segments connecting any point in \( R \) and any point in \( B \). A line segment defined by two red points is a red segment, and one defined by two blue points is a blue segment. More generally, an edge is said to be monochromatic when the two endpoints have the same color, and bichromatic otherwise. The intersections between red segments and blue segments are called bichromatic crossings, and those between segments having the same color are called monochromatic crossings.

Problems on adding edges to a given graph to obtain a new graph with some desirable properties are, in general, called augmentation problems. Among these, plane augmentation considers an initial plane graph \( G = (V,E) \) (possibly empty, i.e., only the point set \( V \) is given) that has to be augmented to another plane supergraph \( G' = (V,E \cup E') \) by adding a set \( E' \) of edges to \( G \), see the survey [7].

In this work we focus on problems in which the initial point set is a bicolor set \( R \cup B \). This family of problems has attracted a substantial amount of research, see for instance the surveys [8, 7].

We first consider alternating graphs, i.e., those in which every edge is bichromatic. A well known fact [2, 1, 10, 11] is that given \( n \) red points and \( n \) blue points on a circle (equivalently, in convex position), one cannot always obtain a plane geometric Hamiltonian alternating path. In this paper we prove that, if we relax the constraint on the geometric Hamiltonian alternating path from being plane to being 1-plane, then a solution always exists, even yielding stronger properties. We also show that the same result holds for some other configurations. These results appear in Section 1.

Regarding monochromatic graphs, i.e., graphs in which every edge is monochromatic, it is easy to see that one cannot always construct a plane perfect matching in \( K(R) \cup K(B) \). A trivial example is given by the vertices of a convex quadrilateral in which two opposite vertices are colored red and the other two are colored blue. The same example shows that it is not always possible to obtain two geometric monochro-
matic spanning trees, tree(R) and tree(B), such that their union is plane.

The proven nonexistence of plane configurations had already suggested to researchers to allow some relaxation in the constraint, but the focus was put on constructing geometric graphs having globally few crossings [9, 13]. However, one of the constructions in [13] is in fact a 1-plane graph. We include some remarks on that particular result and its consequences in Section 2.

We conclude in Section 3 with some additional comments.

1 Alternating graphs: paths and cycles

In this section we study geometric alternating spanning graphs on $R \cup B$, i.e., spanning subgraphs of $K(R, B)$. We focus on geometric Hamiltonian alternating paths and cycles, which visit red points and blue points alternately. Notice that when there are no crossings at all, geometric Hamiltonian paths and cycles are also called *simple polygonal* and *simple polygons*, respectively.

1.1 Convex position

The problem of restricting the bicolor point set to lay on a circle has attracted a lot of attention. It is easy to see that there are sets $R$ and $B$ with the same number of points, say $n$, such that $R \cup B$ is in convex position, and a plane geometric Hamiltonian alternating path on $R \cup B$ cannot exist. Erdős (see [10]) proposed in 1989 to study the value $\ell(n)$ such that no matter how the colors are distributed a plane geometric alternating path of length at least $\ell(n)$ always exists. About the same time, Ádám and Urrutia [2] considered independently the same problem: they proved a necessary and sufficient condition for the existence of a plane geometric Hamiltonian alternating path and derived an $O(n^2)$ time algorithm to find one, if it exists. Abellanas et al. [1], and independently Kynčl et al. [10], proved that $\ell(n) \leq \frac{3}{2}n + O(\sqrt{n})$, and Gáspár et al. [4] showed that $\ell(n) \geq n + \Omega(\sqrt{n})$. These bounds are the best to date. Remind that the total number of points is $2n$. Also, notice that we slightly abuse the notation by using inequalities, and that the two bounds have to be read together, not independently. For more information and details, see Mészáros’ PhD Thesis [11].

We next show that if $R \cup B$ is in convex position then a 1-plane geometric Hamiltonian alternating cycle –not only a path– can always be drawn. The following lemma is the key tool.

**Lemma 1** Let $R$ and $B$ be two disjoint sets of red and blue points in the plane such that $R \cup B$ is in convex position, and $|R| = |B| = n \geq 2$. Let $S$ be a set of disjoint bichromatic segments on the boundary of the convex hull of $R \cup B$, and $|S| = s \geq 2$. Then, there exists a 1-plane geometric Hamiltonian alternating cycle on $R \cup B$ that contains each segment of $S$ as an edge.

If $R \cup B$ is in convex position and $|R| = |B| = n \geq 2$ then there are at least two disjoint bichromatic segments on the boundary of $CH(R \cup B)$, say $s_1, s_2$. Let $S = \{s_1, s_2\}$. By Lemma 1, one can draw a 1-plane geometric Hamiltonian alternating cycle on $R \cup B$ that contains each segment of $S$ as an edge. This argument proves our main result in this section.

**Theorem 2** Let $R$ and $B$ be two disjoint sets of red and blue points in the plane such that $R \cup B$ is in convex position, and $|R| = |B| = n \geq 2$. Then, there exists a 1-plane geometric Hamiltonian alternating cycle on $R \cup B$.

1.2 Double chain

We next consider the problem of drawing a 1-plane geometric Hamiltonian alternating cycle on a double chain whose points are colored red and blue.

The double chain (formally defined below) is a configuration that has been intensively studied since it admits many triangulations, many polygonalizations, many crossing-free matchings, etc., and for several families of graphs yields the maximum number known to date of such possible configurations among point sets with the same cardinality (see http://www.cs.tau.ac.il/~sheffer/counting/PlaneGraphs.html).

A **double chain** $(C_1, C_2)$ consists of two opposite convex chains $C_1$ and $C_2$, facing each other, such that the convex hull of $C_1 \cup C_2$ is a quadrilateral, each point of $C_2$ lies strictly below every line determined by two points of $C_1$, and each point of $C_1$ lies strictly above every line determined by two points of $C_2$. When the points of $(C_1, C_2)$ are colored red and blue, $(C_1, C_2)$ is said to be a **bicolored double chain** (see Figure 1), and $r_i, b_i$ denote the number of red and blue points, respectively, of $C_i$ for $i = 1, 2$. Note that the sizes of $C_1$ and $C_2$ may be different.

![Figure 1: A bicolored double chain $(C_1, C_2)$](image-url)
Cibulka et al. [4] proved the following theorem:

**Theorem 3** [4] (i) If \(|C_i| \geq \frac{1}{2}(|C_1| + |C_2|)\) for \(i = 1, 2\), then there exists a non-crossing geometric Hamiltonian alternating path on \((C_1, C_2)\); (ii) there exist bicolored double chains in which one of the chains contains at most \(1/29\) of all the points, which do not admit a non-crossing geometric Hamiltonian alternating path.

Theorem 4 below states that when \(r_1 + r_2 = b_1 + b_2\), allowing at most one crossing per edge is strong enough to let us always draw a geometric Hamiltonian alternating cycle on \((C_1, C_2)\). The main idea to obtain this cycle is to use Theorem 2 to construct two 1-plane geometric alternating cycles \(A_1\) and \(A_2\) in \(CH(C_1)\) and \(CH(C_2)\), respectively, and to connect them drawing another 1-plane geometric alternating cycle \(\Lambda\) in the exterior of \(CH(C_1)\) and \(CH(C_2)\). This process is described next.

Let \(E_i\), \(i = 1, 2\), be the set of edges in \(CH(C_i)\) that connect consecutive points of \(C_i\). Suppose first that \(3 \leq b_1 + 1 < r_1\) and \(3 \leq r_2 + 1 < b_2\). Then there exist at least two monochromatic edges in \(E_1 \cup E_2\): a red edge \(rr' \in E_1\) and a blue edge \(bb' \in E_2\). Contract them obtaining a red point \(r''\) and a blue point \(b''\).

By Theorem 2, we can draw a cycle \(\Lambda_1\) on the point set formed by the \(b_1\) blue points of \(C_1\), the red point \(r''\), and \(b_1 - 1\) red points of \(C_1 \setminus \{r, r'\}\). Analogously, \(\Lambda_2\) is constructed on the point set formed by the \(r_2\) red points of \(C_2\), the blue point \(b''\), and \(r_2 - 1\) blue points of \(C_2 \setminus \{b, b'\}\). Finally, the cycle \(\Lambda\) is drawn, as in Figure 2, on the remaining \(r_1 - b_1 - 1\) red points of \(C_1\), the remaining \(b_2 - r_2 - 1 = r_1 - b_1 - 1\) blue points of \(C_2\), and the points \(r''\) and \(b''\). Observe that \(r''\) and \(b''\) connect \(\Lambda\) with \(\Lambda_1\) and \(\Lambda_2\), respectively. By reversing the contraction and deleting the edges \(rr'\) and \(bb'\), we "open" the three cycles obtaining the desired cycle on \((C_1, C_2)\).

Note that the preceding argument can easily be adapted for \(b_1 = r_2\) equal to zero or one. Observe also that if all the edges in \(E_1\) (analogous for \(E_2\)) are bichromatic then either \(r_1 = b_1\) (and so \(r_2 = b_2\)) or \(r_1 = b_1 + 1\) (and \(b_2 = r_2 + 1\)). For these values, even if there are monochromatic edges in \(E_1\), we need to use slightly different arguments which are omitted for the sake of brevity.

**Theorem 4** Let \(R\) and \(B\) be the sets of red and blue points of a bicolored double chain \((C_1, C_2)\), and \(|R| = |B| \geq 2\). Then, there exists a 1-plane geometric Hamiltonian alternating cycle on \((C_1, C_2)\).

### 1.3 General position

The positive results for convex position and for the double chain make one wonder whether a similar result holds for any set of points in general position:

**Question 1** Let \(R\) and \(B\) be any two disjoint sets of red and blue points in the plane such that no three points of \(R \cup B\) lie on the same line, and \(|B| = |R| \geq 2\). Does there always exist a 1-plane geometric Hamiltonian alternating cycle on \(R \cup B\)?

We do not know the answer to the preceding question. Geometric Hamiltonian cycles with few crossings were obtained by Kaneko et al. [9], who gave a tight upper bound of \(|R| - 1\) for the number of crossings of a geometric Hamiltonian alternating cycle. Figure 2 illustrates a configuration \(R \cup B\) for which this upper bound is best possible.

![Figure 2: A 1-plane geometric Hamiltonian alternating cycle, on a point set \(R \cup B\), with \(|R| - 1\) crossings.](image)

To be precise, Kaneko et al. [9] proved the following result.

**Theorem 5** [9] Let \(R\) and \(B\) be two disjoint sets of points in the plane such that \(|R| = |B|\) and no three points of \(R \cup B\) are on the same line. Then we can draw a geometric Hamiltonian alternating cycle on \(R \cup B\) which has at most \(|R| - 1\) crossings. Moreover, there exist configurations \(R \cup B\) for which this upper bound \(|R| - 1\) is the best possible.

To prove this theorem, the authors use several lemmas that we have carefully examined to see whether it is possible to adapt their proof to obtain a 1-plane graph. However, as far as we can see, there are cases in which the connection of the paths that exist by induction is not necessarily 1-plane.

It is unclear to us which is the right answer to Question 1, yet our study leads us to believe that it is negative in general, yet positive if only a Hamiltonian path is required, which we state as a conjecture.

**Conjecture 1** Let \(R\) and \(B\) be two disjoint sets of red and blue points in the plane such that no three points of \(R \cup B\) lie on the same line, and \(|B| \leq |R| \leq |B| + 1\). There always exists a 1-plane geometric Hamiltonian alternating path on \(R \cup B\).

Let us mention that this is ongoing research, currently focusing on the preceding conjecture, which we hope to answer in the next version of this paper.
2 A remark on monochromatic graphs

In this section we would like to remark that a result obtained by Tokunaga in 1996 can be rephrased in terms of 1-plane graphs, hence giving support to the idea that exploring this relaxation may be worth the effort for more problems.

On one hand, it is not always possible to construct a non-crossing perfect matching in $K(R) \cup K(B)$ as proved by Dumitrescu and Steiger [6]. The original result was improved by Dumitrescu and Kaye [5], who proved that for given $R$ and $B$, with $|R| + |B| = n$, there always exists a non-crossing matching in $K(R) \cup K(B)$ that covers at least $0.8571 \cdot n$ points of $R \cup B$, while for some configurations every non-crossing matching in $K(R) \cup K(B)$ covers at most $0.9871 \cdot n$ points of $R \cup B$. On the other hand, drawing plane red and blue geometric spanning trees on $R$ and $B$ that avoid bichromatic crossings is not always possible, and Tokunaga [13] characterized their existence in terms of the bichromatic edges on $CH(R \cup B)$.

One may wonder whether using 1-plane graphs would always yield a positive solution to the above problems. The answer is affirmative: Tokunaga [13] also proved that for given $R$ and $B$, there exists a pair $(\text{path}(R), \text{path}(B))$ of red and blue geometric simple Hamiltonian paths such that each edge of path(R) intersects at most one edge of path(B) and vice versa. Having the red and blue geometric simple Hamiltonian paths from that result, with at most one bichromatic crossing per edge, we already have got 1-plane spanning trees, and taking in each path one segment out of any two consecutive we get a 1-plane perfect matching with no monochromatic crossings. This 1-plane matching can also be obtained by using the Ham-sandwich theorem and induction on $|R \cup B|$.

We include this remark because the focus in [13] was to get few crossings rather than achieving the 1-plane character, but the consequences show that pursuing the latter line of research may be of interest.

3 Conclusion

We have proved that several problems on bicolored point sets asking for the construction of a plane geometric graph with some requisites, and that have in general negative answer, turn out to have a solution if the requirement of the graphs being plane is relaxed to being 1-plane.

As mentioned in a previous section, this is ongoing research and answering Conjecture 1 is our priority. On the other hand, we are also studying the same relaxation for other problems in which 1-plane graphs may provide a solution where plane graphs are not sufficient.

References


Phase transitions in the Ramsey-Turán theory

Józef Balogh

1Department of Mathematics, University of Illinois, Urbana, IL 61801, USA

Abstract

Let \( f(n) \) be a function and \( L \) be a graph. Denote by \( \text{RT}(n, L, f(n)) \) the maximum number of edges of an \( L \)-free graph on \( n \) vertices with independence number less than \( f(n) \). Erdős and Sós [7] asked if \( \text{RT}(n, K_5, c\sqrt{n}) = o(n^2) \) for some constant \( c \). We answer this question by proving the stronger \( \text{RT}(n, K_5, o(\sqrt{n\log n})) = o(n^2) \). It is known that \( \text{RT}(n, K_5, c\sqrt{n\log n}) = n^2/4 + o(n^2) \) for \( c > 1 \), so one can say that \( K_5 \) has a Ramsey-Turán-phase transition at \( c\sqrt{n\log n} \). We extend this result to several other \( K_p \)'s and functions \( f(n) \), determining many more phase transitions. We shall formulate several open problems, in particular, whether variants of the Bollobás-Erdős graph, which is a geometric construction, exist to give good lower bounds on \( \text{RT}(n, K_p, f(n)) \) for various pairs of \( p \) and \( f(n) \). These problems are studied in depth by Balogh-Hu-Simonovits [1], where among others, the Szemerédi’s Regularity Lemma and the Hypergraph Dependent Random Choice Lemma are used.

Notation

Definition 1 Denote by \( \text{RT}(n, L, m) \) the maximum number of edges of an \( L \)-free graph on \( n \) vertices with independence number less than \( m \).

We are interested in the asymptotic behavior of \( \text{RT}(n, L, f(n)) \) and its “phase transitions”, i.e., in the question, when and how the asymptotic behavior of \( \text{RT}(n, L, f) \) changes sharply when we replace \( f \) by a slightly smaller \( g \).

Definition 2 Let

\[
\overline{\mu}(L, f) = \limsup_{n \to \infty} \frac{\text{RT}(n, L, f(n))}{n^2}
\]

and

\[
\underline{\mu}(L, f) = \liminf_{n \to \infty} \frac{\text{RT}(n, L, f(n))}{n^2}.
\]

If \( \underline{\mu}(L, f) = \overline{\mu}(L, f) \), then we write \( \text{RT}(L, f) = \overline{\mu}(L, f) = \underline{\mu}(L, f) \), and call \( \text{RT} \) the Ramsey-Turán density of \( L \) with respect to \( f \), \( \overline{\mu} \) the upper, \( \underline{\mu} \) the lower Ramsey-Turán densities, respectively.

1 Introduction

Szemerédi [10], using his regularity lemma [11], proved \( \overline{\mu}(K_4, o(n)) \leq 1/8 \). Bollobás and Erdős [4] constructed the so-called Bollobás-Erdős graph, one of the most important constructions in this area, which shows that \( \underline{\mu}(K_4, o(n)) \geq 1/8 \). Indeed, the Bollobás-Erdős graph on \( n \) vertices is \( K_4 \)-free, with \((\frac{1}{4} + o(1))n^2 \) edges and independence number \( o(n) \). Later, Erdős, Hajnal, Sós and Szemerédi [5] extended these results, determining \( \text{RT}(K_2, o(n)) \).

Our focus here is somewhat different; we are interested exploring the situation when the independence number is really small.

In [7], Erdős and Sós proved that \( \text{RT}(n, K_5, c\sqrt{n}) \leq \frac{1}{8}n^2 + o(n^2) \) for every \( c > 0 \). They also asked if \( \text{RT}(n, K_5, c\sqrt{n}) = o(n^2) \) for some \( c > 0 \). They also suggested the following construction, which with the current state of the art yields \( \text{RT}(n, K_5, c\sqrt{n\log n}) = n^2/4 + o(n^2) \) for \( c > 1 \). Into each of the parts of a complete balanced bipartite graph place a triangle-free graph with as small independence number as possible. Then we obtain a \( K_5 \)-free graph with \((1/4 + o(1))n^2 \) edges, with low independence number. One of our main results answers the question of Erdős and Sós; practically saying that this construction is optimal.

Theorem 3

\[
\text{RT} \left( n, K_5, o(\sqrt{n\log n}) \right) = o(n^2).
\]

We finish this section with an observation, a result and an open question on \( K_6 \).

For any \( c > 1 \),

\[
\underline{\mu} \left( K_6, c\sqrt{n\log n} \right) \geq \overline{\mu} \left( K_5, c\sqrt{n\log n} \right) \geq 1/4.
\]

(1)

Sudakov [9] using the dependent random choice proved that \( \sqrt{n} \) is the proper range for the phase-transition for \( K_6 \).
Theorem 4 RT(\(K_6, \sqrt{n}e^{-c\sqrt{\log n}}\)) = o(n^2).

Problem 1 Is pr(\(K_6, 0.1\sqrt{n \log n}\)) = 0?

Balogh and Lenz [2, 3] using some variants of the Bollobás-Erdős graph solved some longstanding open problems in this field. Therefore there is a chance that using discrete geometry, someone can solve Problem 1. Here we describe the Bollobás-Erdős graph, and provide the argument for the \(K_3\) case. These problems are studied in depth by Balogh-Hu-Simonovits [1], where among others, the Szemerédi’s Regularity Lemma and the Hypergraph Dependent Random Choice Lemma are used.

2 Proof of Theorem 3

The next lemma is taken from the survey of Fox and Sudakov [8].

Lemma 5 (Dependent Random Choice Lemma) Let \(a, d, m, n, r\) be positive integers. Let \(G = (V, E)\) be a graph with \(n\) vertices and average degree \(d = 2e(G)/n\). If there is a positive integer \(t\) such that

\[
\frac{d^t}{n^{t-1}} - \frac{n}{r} \left( \frac{m}{n} \right)^t \geq a, \tag{2}
\]

then \(G\) contains a subset \(U\) of at least \(a\) vertices such that every \(r\) vertices in \(U\) have at least \(m\) common neighbors.

We actually prove the following quantitative version of the theorem.

Theorem 6 For every \(k > 3\), if \(\omega(n) \to \infty\) then

\[
RT\left(n, K_5, \sqrt{\frac{n \log n}{\omega(n)}}\right) \leq n^2 \left(\frac{\omega(n)}{2}\right)^{1/k} = o(n^2). \tag{3}
\]

Proof. In Theorem 6, we have fixed a \(k > 3\) and an \(\omega \to \infty\). If \(n\) is large enough, then \(\varepsilon \geq \omega(n)^{-1/k}\).

Assume that there is a \(K_5\)-free graph \(G\) with

\[
e(G) \geq \varepsilon n^2 \text{ and } \alpha(G) < \frac{\sqrt{n \log n}}{\omega(n)}. \tag{4}
\]

We apply Lemma 5 with \(n, a = \frac{4n}{\omega(n)^2}, r = 3, d = 2e(n), m = \sqrt{n \log n}, \) and \(t = k + 3\).

Now the condition of Lemma 5, (2) is satisfied as

\[
\frac{d^t}{n^{t-1}} - \frac{n}{r} \left( \frac{m}{n} \right)^t \geq (2\varepsilon)^t n - n^3 \left( \frac{\log n}{n} \right)^{t/2} > \varepsilon^t n \geq \frac{n}{\omega(n)^{t+3/k}} > a.
\]

So there exists a vertex subset \(U\) of \(G\) with \(|U| = a = 4n/\omega(n)^2\) such that all subsets of \(U\) of size 3 have at least \(m\) common neighbors. Either \(U\) has an independent set of size at least \(\frac{4}{\sqrt{2}} - o(1)\) or \(\alpha(G_n)\), or \(G_n[U]\) contains a triangle. In the latter case, denote by \(W\) the common neighborhood of the vertices of the triangle. It follows that \(|W| \geq m = \sqrt{n \log n} > \alpha(G_n)\), so \(G_n[W]\) contains an edge, and this edge forms a \(K_5\) with the triangle.

\(\square\)

3 The Bollobás-Erdős Graph

The Bollobás-Erdős Graph [4] is a surprising construction, which we describe in this section. First we list some properties of the high dimensional sphere \(S^k\). Denote \(\mu()\) the ‘normalized’ measure on \(S^k\), i.e., \(\mu(S^k) = 1\). The following properties of the high dimensional sphere is crucial: Given any \(\alpha, \beta > 0\), it is possible to select \(\varepsilon > 0\) small enough and then \(k\) large enough so that Properties (P1), (P2), and (P3) below are satisfied.

(P1) Let \(C\) be a spherical cap in \(S^k\) with height \(h\), where \(2h = \left(\sqrt{2} - \varepsilon/\sqrt{k}\right)^2\) (this means that all points of the spherical cap are within distance \(\sqrt{2} - \varepsilon/\sqrt{k}\) of the center). Then \(\mu(C) \geq \frac{1}{2} - \alpha\).

(P2) Let \(C_1, \ldots, C_j\) be spherical caps in \(S^k\) with height \(h\), where \(2h = \left(\sqrt{2} - \varepsilon/\sqrt{k}\right)^2\). Let \(z_i\) be the center of \(C_i\). Assume for all \(1 \leq i < j \leq t\) that \(d(z_i, z_j) \leq 2\). Then \(\mu(C_1 \cap \ldots \cap C_j) \geq \frac{1}{2^j} - \alpha\).

(P3) Let \(C\) be a spherical cap with diameter \(2 - \varepsilon/(2\sqrt{k})\). Then \(\mu(C) \leq \beta\).

We also use the following properties of high dimensional spheres.

(P4) For any \(0 < \gamma < \frac{1}{2}\), it is impossible to have \(p_1, p_2, q_1, q_2 \in S^k\) such that \(d(p_1, p_2) \geq 2 - \gamma\) and \(d(q_1, q_2) \geq 2\). Then \(d(p_i, q_i) \leq \sqrt{2} - \gamma\) for all \(1 \leq i, j \leq 2\).

(P5) Let \(A \subseteq S^k\) and let \(C\) be a spherical cap of the same measure. Then \(\text{diam}(A) \geq \text{diam}(C)\).

(P6) Let \(A, B \subseteq S^k\) with equal measure and let \(C\) be a cap of the same measure. Then \(\text{diam}(A, B) \geq \text{diam}(C)\).

Properties (P1) and (P2) follow directly from the formula for the measure of a spherical cap. Properties (P3), (P5), and (P6) are all folklore results that are easy corollaries of the isoperimetric inequality on the sphere, and Property (P4) can be proved by examining distances and using the triangle inequality.
In order to prove that \( RT(n, K_4, o(n)) \geq \frac{n^2}{8} \), we need to construct, for every \( \alpha, \beta > 0 \), a \( K_4 \)-free graph \( G \) with \( n \) vertices, independence number at most \( \beta n \), and at least \( \frac{n^2}{4} (1 - \alpha) \) edges. Given \( \alpha, \beta \geq 0 \), take \( \epsilon \) small enough and \( k \) large enough so that Properties (P1) and (P3) hold. Divide the \( k \)-dimensional unit sphere \( S^k \) into \( n/2 \) domains having equal measure and diameter at most \( \frac{\epsilon}{\sqrt{n}} \). Choose a point from each domain and let \( P \) be the set of these points. Let \( \phi : P \rightarrow \mathcal{P}(S^k) \) map points of \( P \) to the corresponding domain of the sphere. Take as vertex set of \( G \) the disjoint union of two sets \( V_1 \) and \( V_2 \) both isomorphic to \( P \). For \( x, y \in V_1 \) we make \( xy \) an edge of \( G \) if \( d(x, y) \geq 2 - \epsilon/\sqrt{k} \). For \( x \in V_1, y \in V_2 \) we make \( xy \) an edge of \( G \) if \( d(x, y) \leq \sqrt{2} - \epsilon/\sqrt{k} \). Then Property (P1) shows that every vertex in \( V_1 \) has at least \( \frac{1}{2} |V_2| (1 - \alpha) \) neighbors in \( V_2 \) so the total number of edges is at least \( \frac{1}{2} n^2 (1 - \alpha) \). If \( I \) is a set in \( V_1 \) with \( |I| \geq \beta |V_1| = \beta n^2/2 \), then \( \mu(\phi(I)) = |I| / |P| \geq \beta \). Let \( C \) be a spherical cap of measure \( \mu(\phi(I)) \). Properties (P3) and (P5) show that \( 2 - \epsilon/(2\sqrt{k}) \leq \text{diam}(C) \leq \text{diam}(\phi(I)) \). For \( p \in I \), each \( \phi(p) \) has diameter at most \( \epsilon/(10\sqrt{k}) \) so we can find two points \( p_1, p_2 \in I \) with \( d(p_1, p_2) \geq 2 - \epsilon/\sqrt{k} \), showing that \( I \) is not independent. Finally, Property (P4) shows this graph has no \( K_4 \) as a subgraph since any \( K_4 \) must take two vertices from \( V_1 \) and two vertices from \( V_2 \) (the graph spanned by \( V_i \) is triangle-free). To summarize, we have constructed a \( K_4 \)-free graph \( G \) on \( n \) vertices with independence number at most \( \beta n \) and at least \( \frac{1}{8} n^2 (1 - \alpha) \) edges. Since this construction holds for any \( \alpha, \beta > 0 \), we have proved that \( \overline{pr}(K_4, o(n)) \leq 1/8 \).

4 Conclusion

The aim of this note was to raise awareness for a problem in extremal graph theory, where a solution could come by geometric tools.

Acknowledgement: We thank for the anonymous referee pointing out several typos of the manuscript.

References

Ramsey-Turán theory
On 4-connected geometric graphs

Alfredo García†1, Clemens Huemer‡2, Javier Tejel‡1, and Pavel Valtr∗5

1Dept. Métodos Estadísticos. Universidad de Zaragoza, Spain.
2Dept. Matemática Aplicada IV. Universitat Politècnica Catalunya, Spain.
3Department of Applied Mathematics. Charles University, Czech Republic.

Abstract

Given a set $S$ of $n$ points in the plane, in this paper we give a necessary and sometimes sufficient condition to build a 4-connected non-crossing geometric graph on $S$.

Introduction

Given a set $S$ of $n$ points in the plane, a non-crossing geometric graph on $S$ is a graph in which its vertices are the points of $S$ and its edges are straight-line segments between these points such that no edge passes through a vertex different from its endpoints and any two edges may intersect only at a common endpoint.

Since all the geometric graphs considered in this paper are non-crossing, throughout the paper we will use the term geometric graph, meaning that the geometric graph is non-crossing.

The study of geometric graphs and, in particular, the study of problems on how to embed planar graphs as geometric graphs on given point sets is a very active area of research (for a review on geometric graphs and some related topics, see for example [1, 4]). One of these problems is the problem of building geometric graphs with a certain connectivity on a set of points $S$.

We will say that a set of points $S$ is $k$-connectible if it admits a $k$-connected geometric graph on it. For $k = 1, 2, 3$, it is well-known when $S$ is $k$-connectible and how to build a $k$-connected geometric graph (see [2, 3]). Given $S$, it is enough to build a non-crossing tree on $S$ (for example the minimum spanning tree of $S$) when $k = 1$, and it is enough to build a simple polygonization of $S$ when $k = 2$. For the case $k = 3$, the only set of points not admitting a 3-connected geometric graph is the convex case. Otherwise, in [3] the authors give an algorithm to build a 3-connected geometric graph using $\max\{3n/2, n + m - 1\}$ edges, where $m$ is the number of points on the boundary of the convex hull of $S$, and they prove that there is no 3-connected plane graph on $S$ with less edges.

However, for $k > 3$, little is known about when a set of points is $k$-connectible. For $k = 4$, Dey et al. [2] show points sets that do not admit any 4-connected geometric graph on them and they provide a necessary and sufficient condition for point sets whose convex hull consists of exactly three points. A general characterization of 4- or 5-connectible sets of points is not known.

In this paper, we study sets of points that are 4-connectible. We define a condition (the U-condition) that any set of points must satisfy to be 4-connectible and we show that the U-condition is always sufficient for some sets of points. By denoting the convex hull of $S$ by $CH(S)$ and the set of points on the boundary of the convex hull of $S$ by $H(S)$, if $Q = H(S)$, $I = S \setminus Q$ and $P = H(I)$, then the U-condition is sufficient for sets of points in which $Q \cup P$ satisfies the U-condition.

1 The U-condition

In this section, we will define the U-condition and we will see that it is a necessary condition to get 4-connected geometric graphs.

A subset $C$ of points of $Q$ is connected if it consists of consecutive points of $Q$. We will denote by $h(C)$ the number of connected components of a subset $C$ of $Q$.

Definition 1 A set $S$ of points satisfies the U-condition if

i) $|Q| \leq |I|$

ii) For any set $C \subset Q$, $|H(S \setminus C)| \leq |I| + h(C)$.

Lemma 2 Every 4-connectible set $S$ satisfies the U-condition.
Proof. Let us prove that if $G(S)$ is a 4-connected graph drawn on $S$, then $S$ has to satisfy i) and ii). In $G(S)$, each vertex must have degree at least 4, and since there are no edges linking non-consecutive points of $Q$ (otherwise $G(S)$ would not be 3-connected), then there are at least $2|Q|$ edges having an endpoint in $Q$ and the other one in $I$. On the other hand, as $G(S)$ is 4-connected, each point of $I$ can be linked to a maximum of two (and consecutive) points of $Q$. Hence, at most there are $2|I|$ edges with an endpoint in $Q$ and the other one in $I$. Therefore, $2|Q| \leq 2|I|$ and the necessity of i) is proved.

Now, suppose $C \neq \emptyset$ is a subset of points of $Q$ and $C_1, C_2, \ldots, C_h(C)$ are its connected components. Let us denote by $C_i$ the points of $Q$ placed between component $C_i$ and component $C_{i+1}$. Thus, $Q$ consists of the points of $C_1, C_1, C_2, C_2, \ldots, C_h(C), C_h(C)$ in this order. When we remove the points of $C$, all the points in the subsets $C_i$ remain in $H(S \setminus C)$ and perhaps, between $C_i$ and $C_{i+1} \pmod{h(C)}$, a subset $I_{i+1}$ of points of $I$ appears in $H(S \setminus C)$. Either $I_i$ is empty or it consists of consecutive points of $P$ (see Figure 1). Let $T$ be the set $I \cup (I_1 \cup I_2 \cup \ldots \cup I_{h(C)})$ and let $T^c$ be the set $Q \setminus C$. Observe that proving ii) is equivalent to proving $|C| \leq |T| + h(C)$.

![Figure 1: Illustration of Lemma 2.](image)

Suppose that $I_i = \{p_1, \ldots, p_i\}$ is nonempty and let $q_1$ and $q_h$ be the points of $C_i$ placed on the boundary of $CH(S \setminus C)$ just after and before the points of $I_i$, respectively (see Figure 1). Without loss of generality, we can assume that $G(S)$ is a triangulation. So, each point of $I_i$ must be connected in $G(S)$ to some point of $C_i$ and, since $G(S)$ is 4-connected, they cannot be connected to a point of $C_i$ except for the edges $p_kq_1$ and $q_hp_1$. Therefore, for an edge linking a point of $C_i$ with an interior point (at least $2|C|$ edges), the interior endpoint must be in $I \setminus I_i$, except for the two mentioned edges $p_kq_1$ and $q_hp_1$. We can repeat the same reasoning for every subset $I_i$, obtaining that there must be at least $2|C| - 2h(C)$ edges with an endpoint in $C$ and the other one in $I$. On the other hand, as before, there are at most $2|T|$ connections of this type, so it follows that $2|C| - 2h(C) \leq 2|T|$. □

Observe that if $|Q| = 3$, then $|I| + 1 = n - 2$. Hence, part ii) can only fail if we remove one point $q$ of $Q$ and the boundary of $CH(S \setminus q)$ contains all the remaining points. In [2], this is the condition that is proved to be necessary and sufficient to build a 4-connected geometric graph (in fact a triangulation) on $S$.

Lastly, let us point out that, given $S$, checking whether $S$ satisfies the U-condition or not can be done in $O(|Q| + |P|)$ steps, after calculating $Q$ and $P$. The algorithm is based on the observation (not easy to prove) that it is not necessary to compute $CH(S \setminus C)$ for all the possible subsets $C$, but only for a linear number of them.

## 2 Some 4-connectible sets

In this section, we will give some sets of points for which the U-condition is sufficient. In particular, we will see that if $Q \cup P$ satisfies the U-condition for a set of points $S$, then $S$ is 4-connectible. We will use $Q(P)$ to refer to the convex polygon defined by the points of $Q(P)$.

Let us start with the case in which $S$ is precisely $Q \cup P$ and $|Q| = |P|$.

Lemma 3 Let $Q = \{q_1, \ldots, q_n\}$ be a set of points in convex position and let $P = \{p_1, \ldots, p_n\}$ be another set of points in convex position such that $P$ is inside $Q$. Suppose that the set of points $S = Q \cup P$ satisfies the U-condition. Then $S$ is 4-connectible.

Proof. Let $M$ be the region $CH(Q) \setminus CH(P)$. To prove the lemma, it is enough to obtain a crossing free zig-zag cycle $Z = p_0q_0p_1q_1p_2q_2p_3q_3 \ldots p_{n-1}q_{n-1}p_n$ such that its edges are in $M$, because then the edges of $Z$ and the edges of $Q$ and $P$ define a 4-connected graph (see Figure 2).

![Figure 2: A 4-connected geometric graph when $S = Q \cup P$.](image)

We will say that a triangle $q_ip_ip_{i+1}$ is legal if it is contained in region $M$. Proving the lemma is equivalent to proving that there is a sequence of $n$
consecutive legal triangles \(q_1p_ip_{i+1}, q_{j+1}p_{j+1}p_{j+2}, \ldots, q_{i+n-1}p_{i+n-1}p_{i+n}\), where points with equal subscripts modulo \(n\) are considered identical.

Let us assume that \(\{q_1, \ldots, q_n\}\) is the set of clockwise points of \(Q\) on the left of the line \(p_1p_2\). The following algorithm computes a sequence of \(n\) consecutive legal triangles.

**Begin**

\[
\begin{align*}
\text{Do } & i = j = 2 \\
\text{While } (i \leq n) \text{ Do} & \\
(* \text{ Invariant (1):} \text{ Triangles of the sequence}) & \quad q_{j-1}p_{i-1}p_{i}, q_{j-2}p_{i-2}p_{i-1}, \ldots, q_{j-(i-1)}p_ip_{i+1} \text{ are legal.}^{*}) \\
\text{If (Triangle } q_ip_ip_{i+1} \text{ is legal)} & \quad \text{then} \\
\text{Do } & i = i+1; \ j = j+1 \\
\text{Else} & \\
(* \text{ Invariant (2):} \text{ } q_j \text{ is between } q_{j-1} \text{ and the first crossing of line } p_ip_{i+1} \text{ with } Q \ast *) & \quad \text{Do } j = j + 1 \\
(* \text{ After finishing the algorithm, all the triangles of the sequence} \ q_{j-n}p_ip_{j+1}, q_{j-(n-1)}p_ip_{j+1}, \ldots, q_{j-1}p_ip_{j+1} \text{ are legal.}^{*}) \\
\text{End of While} \\
\end{align*}
\]

Let us see that assertions (1) and (2) are always true, so they are invariant in the algorithm.

Trivially, assertion (1) is true the first time because \(q_1p_1p_2\) is legal by hypothesis. Now, suppose that assertions (1) and (2) are true in the iterations 1, 2, \ldots, \(k\) of the loop and let us prove that (1) is still true in the following iteration. If we begin the \(k+1\) iteration after exploring a legal triangle in the iteration \(k\), then clearly (1) is still true (because we are adding the last explored triangle to a previous legal sequence). If we begin iteration \(k+1\) after exploring an illegal triangle \(q_ip_ip_{i+1}\) in iteration \(k\), then we need to check that the new sequence \(ST = q_{j-1}p_{i-1}p_{i}, \ldots, q_{j-n}p_ip_{j+1}\) of triangles (where \(j\) has been increased by one) is legal. Assume to the contrary that in this sequence \(ST\) a first illegal triangle \(q_{j-h}p_{i-h}p_{i-h}\) appears, so \(q_{j-h}\) is the first clockwise point of \(Q\) on the right of line \(p_{i-h-1}p_{i-h}\). By removing the points of \(Q\) from \(q_{j+1}\) to \(q_{j-h-1}\) (see Figure 3 left), then the points of \(P\) from \(p_i\) to \(p_{i-h}\) (\(n-h+1\) points) and the points of \(Q\) from \(q_{j-h}\) to \(q_{j} \) (\(h+1\) points) appear in the boundary of the new convex hull, contradicting the U-condition (at most \(n+1\) points can appear in the boundary of the new convex hull). Therefore (1) is invariant.

For assertion (2), the first time that the algorithm goes to the else branch, we are exploring the illegal triangle \(q_{j}p_{j}p_{j+1}\), being the triangles \(q_{j-1}p_{j-1}p_{j}, \ldots, q_{j-1}p_ip_{j+1}\) legal. If \(q_j\) was on the right side of \(p_ip_{i+1}\) and after the second crossing point of that line with \(Q\), then, by removing the points of \(Q\) from \(q_1\) to \(q_{j-1}\) (remember that \(q_1\) is the first point of \(Q\) to the left of \(p_1p_2\)), the U-condition is contradicted because in the boundary of the new convex hull \(n+2\) points appear (the points of \(P\) from \(p_i\) to \(p_{i+1}\) and the points of \(Q\) from \(q_j\) to \(q_n\)). Therefore, in the first visit to the else branch assertion (2) is true.

Suppose that the last illegal triangle explored is \(q_{j}p_{j}p_{j+1}\) and the algorithm is exploring a new illegal triangle \(q_{j}p_{j}p_{j+1}\). As (2) was true in the previous iterations, point \(q_j\) has to be placed between \(q_{j-1}\) and the first crossing of line \(p_{i-h}p_{i-h}\) with \(Q\). After exploring this triangle, subscript \(j\) is increased by one, and then \(h\) operations (perhaps \(h = 0\)) of increasing both subscripts \(i\) and \(j\) are done. Therefore, it must be \(j = j_1 + h + 1\) and \(i = i_1 + h\), for some \(h \geq 0\). Since (1) is invariant, the \(h + 1\) triangles \(q_{j-1}p_{i-1}p_{i}, q_{j-2}p_{i-2}p_{i-1}, \ldots, q_{j-h}p_{i-h}\) are legal. Therefore, if \(q_j\) is placed after the second crossing of line \(p_{j}p_{j+1}\) with \(Q\), then, by removing the \(h\) points of \(Q\) from \(q_{j+1}\) to \(q_{j-1}\), the \(h + 2\) points of \(P\) from \(p_{i-h}p_{i-h}\) to \(p_{i+1}\) appear in the boundary of the new convex hull, contradicting the U-condition (see Figure 3 right). Hence, (2) is invariant.

Lastly, since (1) is invariant and the last triangle, \(q_{j-(i-1)}p_{j}p_{j+1}\), is legal, then the subscript \(j - i + 1\) has to be between 1 and \(m\). This implies that \(j \leq i + m - 1\) in the algorithm. Hence, the algorithm can go to the else branch a maximum of \(m - 1\) times, and finishes in a maximum number of \(n + m - 1\) steps. When the algorithm finishes, then \(i = n + 1\) and the triangles of the sequence \(q_{j-n}p_{i-h+1}, q_{j-2}p_{i-h+1}, \ldots, q_{j}p_{i-h+1}\) are legal because (1) is invariant.

Now, assume that \(|Q| = |P|\) \(Q \cup P\) satisfies the U-condition, there are more points inside \(P\) and that \(|Q| > 3\) (the case \(|Q| = 3\) was solved in [2]). To get a 4-connected geometric graph, we proceed as follows. First draw the zig-zag including alternatively the points of \(P\) and \(Q\), according to the previous lemma. Then, take a diagonal of \(P\), for example diagonal \(p_1p_3\). This diagonal divides \(P\) into two subpolygons \(P_1 = \{p_1, p_3, \ldots, p_n, p_1\}\) and \(P_2 = \{p_1, p_2, p_3, p_1\}\). If the interior \(I(P_1)\) of \(P_1\) is nonempty, then let \(P_2\) be the convex polygon defined by the points \(H(I(P_1) \cup p_1p_3)\). If the interior \(I(P_2)\) of this polygon is again nonempty,
then we define $P_3$ as the convex polygon defined by the points $H(I(P_2) \cup p_1, p_3)$, and so on, until we obtain an empty convex polygon $P_h$. Thus, we have a sequence $P_h \subset P_{h-1} \subset \ldots \subset P_2 \subset P_1$ of nested polygons (see Figure 4 left). The same process can be done starting at $P_1$, obtaining another sequence $P_h' \subset P_{h'-1} \subset \ldots \subset P_2' \subset P_1'$ of nested polygons. Observe that the region $M_i (M_i')$ bounded by the consecutive polygons $P_{i+1}$ and $P_i (P_{i+1}'$ and $P_i')$ has the shape of a “half-moon”. It is not difficult to prove that $M_i (M_i')$ can be triangulated such that points $p_1$ and $p_3$ are not used, and each one of the added edges has an endpoint in $P_i (P_i')$ and the other one in $P_{i+1}$ ($P_{i+1}'$). Then, we triangulate all the half-moons in this way (using edges connecting points placed in different polygons) and we triangulate the convex polygon $P_f$, formed by concatenating $P_h$ and $P_h'$, such that the only points with degree two are $p_1$ and $p_3$. It can be easily checked that the triangulation obtained in this way is 4-connected (see Figure 4 right).

![Figure 4: The general construction when $|Q| = |P|$ and there are points inside $\mathcal{T}$.

The case in which $|Q| < |P|$ and $Q \cup P$ satisfies the U-condition is solved in a similar way. First a graph based on a zig-zag is built, although this starting graph cannot be a zig-zag as in the previous case, because $|Q| < |P|$. Now, the starting graph is a zig-zag connecting the points of $Q$ to some points of $P$ plus some additional edges connecting the points of $P$ not belonging to the zig-zag to some points of $Q$ (bold edges in Figure 5 left). After building this starting graph, we take a diagonal of $\mathcal{T}$ connecting two points of $P$, consecutive in the zig-zag but not consecutive in $P$ (points $p_1$ and $p_3$ in Figure 5), and we proceed as in the previous case, adding the triangulations of the different half-moons and the final triangulation of the convex polygon $P_f$ (see Figure 5 right). The resulting triangulation is 4-connected.

The U-condition is the key to finding this starting graph (the zig-zag plus some additional edges), although proving the existence of such a graph is not obvious. Due to space limitations, we do not include this proof.

Therefore, we have proved the following theorem.

**Theorem 4** Let $S$ be a set of points. If $Q = H(S)$, $P = H(S \setminus Q)$ and $Q \cup P$ satisfies the U-condition, then $S$ is 4-connectible.

### 3 Conclusions

In this paper, we have defined a condition, the U-condition, that any set of points $S$ must satisfy to be 4-connectible. Moreover, we have proved that the U-condition is also sufficient for sets of points in which $Q \cup P$ satisfies the U-condition.

In [2], the case $|Q| = 3$ is completely solved. Given a set $S$ of points such that $|Q| = 3$, the authors show how to build a 4-connected triangulation on $S$, except for a particular configuration of points. This particular configuration is precisely the only one not satisfying the U-condition, among all the configurations of points such that $|Q| = 3$.

Using different techniques not included in this paper, we can extend the family of 4-connectible sets. For any set $S$ of points satisfying the U-condition (it is not required that $Q \cup P$ satisfies the U-condition) such that $|P| = 3$ or $|P| = 4$, we can built a 4-connected geometric graph on $S$.

Finally, we conclude with the following conjecture.

**Conjecture 1** If a set of points $S$ satisfies the U-condition, then $S$ is 4-connectible.
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Abstract

In 1958, Hill conjectured that the minimum number of crossings in a drawing of $K_n$ is exactly $Z(n) = \left\lfloor \frac{1}{2} \left( \frac{n-1}{2} \right) \left( \frac{n-2}{2} \right) \right\rfloor$. Generalizing the result by Ábrego et al. for 2-page book drawings, we prove this conjecture for plane drawings in which edges are represented by $x$-monotone curves. In fact, our proof shows that the conjecture remains true for $x$-monotone drawings in which adjacent edges do not cross and we count only pairs of edges which cross odd number of times. We also discuss a combinatorial characterization of these drawings.

1 Introduction

Let $G$ be a graph with no loops and multiple edges.

In a drawing $D$ of a graph $G$ in the plane, the vertices are represented by distinct points and each edge is represented by a simple continuous arc connecting the images of its endpoints. As usual, we identify the vertices and their images, as well as the edges and the arcs representing them. It is required that the edges pass through no vertices other than their endpoints. We also assume for simplicity that any two edges have only finitely many points in common, no two edges touch at an interior point and no three edges meet at a common interior point.

A crossing in $D$ is a common interior point of two edges where they properly cross. The crossing number $\mathsf{cr}(D)$ of a drawing $D$ is the number of crossings in $D$. The crossing number $\mathsf{cr}(G)$ of a graph $G$ is the minimum of $\mathsf{cr}(D)$, taken over all drawings $D$ of $G$. A drawing $D$ is called simple if no two adjacent edges cross and no two edges have more than one common crossing. It is well known and easy to see that every drawing of $G$ which minimizes the crossing number is simple.

According to the famous conjecture of Hill [7, 8] (also known as Guy’s conjecture), the crossing number of the complete graph $K_n$ on $n$ vertices satisfies $\mathsf{cr}(K_n) = Z(n)$, where

$$Z(n) = \frac{1}{4} \left( \left\lfloor \frac{n}{2} \right\rfloor \left\lfloor \frac{n-1}{2} \right\rfloor \left\lfloor \frac{n-2}{2} \right\rfloor \left\lfloor \frac{n-3}{2} \right\rfloor \right).$$

This conjecture has been verified for $n \leq 12$ [12] and for each $n$, there are drawings of $K_n$ with $Z(n)$ crossings [6, 7, 8, 9].

A curve $\alpha$ in the plane is $x$-monotone if every vertical line intersects $\alpha$ in at most one point. A drawing of a graph $G$ in which every edge is represented by an $x$-monotone curve and no two vertices share the same $x$-coordinate is called $x$-monotone (or monotone, for short). The monotone crossing number $\mathsf{mon-cr}(G)$ of a graph $G$ is the minimum of $\mathsf{cr}(D)$, taken over all monotone drawings $D$ of $G$.

The rectilinear crossing number $\mathsf{rcr}(G)$ of a graph $G$ is the smallest number of crossings in a drawing of $G$ where every vertex is represented by a straight-line segment. Since every rectilinear drawing of $G$ in which no two vertices share the same $x$-coordinate is $x$-monotone, we have $\mathsf{cr}(G) \leq \mathsf{mon-cr}(G) \leq \mathsf{rcr}(G)$ for every graph $G$.

We call a drawing of a graph semisimple if adjacent edges do not cross but independent edges may cross more than once. The monotone semisimple odd crossing number of $G$ (called monotone odd + by Schaefer [13]), denoted by $\mathsf{mon-cr}_{+}(G)$, is the smallest number of pairs of edges that cross an odd number of times in a monotone semisimple drawing of $G$. Clearly, $\mathsf{mon-cr}_{+}(G) \leq \mathsf{mon-cr}(G)$.

The monotone crossing number has been introduced by Valtr [15] and recently further investigated by Pach and Tóth [11], who showed that $\mathsf{mon-cr}(G) < 2\mathsf{cr}(G)^2$ holds for every graph $G$. On the other hand,
they showed that the monotone crossing number and the crossing number are not always the same: there are graphs $G$ with arbitrarily large crossing numbers such that $\text{mon-cr}(G) \geq \frac{1}{6} \text{cr}(G) + \frac{5}{6}$.

We study the monotone crossing numbers of complete graphs. The drawings of complete graphs with $Z(n)$ crossings obtained by Blažek and Komář [8] are 2-page book drawings, which may be considered as a strict subset of $x$-monotone drawings. Thus we have $\text{mon-cr}(K_n) \leq Z(n)$. Ábrego et al. [1] recently proved Hill’s conjecture for 2-page book drawings of complete graphs. We generalize their techniques and show that Hill’s conjecture holds for all $x$-monotone drawings of complete graphs, even for the monotone semisimple odd crossing number.

**Theorem 1** For every $n \in \mathbb{N}$, we have

$$\text{mon-ocr}+(K_n) = \text{mon-cr}(K_n) = Z(n).$$

The rectilinear crossing number of $K_n$ is known to be asymptotically larger than $Z(n)$: this follows from the best current lower bound $\text{cr}(K_n) \geq (277/729)(n^3) - O(n^3)$ [13] and from the simple upper bound $Z(n) \leq \frac{3}{2}(n^3) + O(n^3)$.

See a recent survey by Schaefer [14] for an encyclopedic treatment of all known variants of crossing numbers.

After submitting this extended abstract, we were informed that the authors of [1] achieved the result $\text{mon-cr}(K_n) = Z(n)$ already during discussions after their presentation at SoCG 2012, and that it will appear in the proceedings of LAGOS 2013 [2].

## 2 Monotone Crossing Number

To prove the upper bound on the 2-page crossing number of $K_n$, Ábrego et al. [4] generalized the notion of $k$-edges to arbitrary simple drawings of complete graphs. They also introduced the notion of $\leq k$-edges. These capture the essential properties of 2-page book drawings better than $\leq k$-edges, which had been successfully used before for rectilinear and pseudolinear drawings [10 14 13]. We show that the approach using $\leq k$-edges can be generalized to arbitrary semisimple $x$-monotone drawings.

For a semisimple drawing $D$ of $K_n$ and distinct vertices $u$ and $v$ of $K_n$, let $\gamma$ be the oriented arc representing the edge $\{u, v\}$. If $w$ is a vertex of $K_n$ different from $u$ and $v$, then we say that $w$ is on the left (right) side of $\gamma$ if the topological triangle $uvw$ with vertices $u$, $v$, and $w$ traced in this order is oriented counterclockwise (clockwise, respectively). This generalizes the definition introduced by Ábrego et al. [1] for simple drawings. However, we were not able to find a meaningful generalization of this notion to drawings that are not semisimple, where the edges of the triangle $uvw$ can cross several times.

A $k$-edge is an edge $\{u, v\}$ of $D$ that has exactly $k$ points on the same side (left or right). Since every $k$-edge has $n - 2 - k$ points on the other side, every $k$-edge is also an $(n - 2 - k)$-edge and so every edge of $D$ is a $k$-edge for some integer $k$ where $0 \leq k \leq \lfloor n/2 \rfloor - 1$.

An i-edge with $i \leq k$ is called a $\leq k$-edge. Let $E_i(D)$ be the number of i-edges and $E_{\leq k}(D)$ the number of $\leq k$-edges of $D$. Clearly, $E_{\leq k}(D) = \sum_{i=0}^{k} E_i(D)$. Similarly, the number of $\leq k$-edges of $D$, $E_{\leq k}(D)$, is defined by the following identity.

$$E_{\leq k}(D) = \sum_{j=0}^{k} E_{\leq j}(D) = \sum_{i=0}^{k} (k + 1 - i)E_i(D) \quad (1)$$

Considering the only three different simple drawings of $K_4$ up to a homeomorphism of the plane, Ábrego et al. [1] showed that the number of crossings in a simple drawing $D$ of $K_n$ can be expressed in terms of the number of $k$-edges in the following way.

**Lemma 2** ([4]) For every simple drawing $D$ of $K_n$ we have

$$\text{cr}(D) = 3 \left(\begin{array}{c} n \\ 4 \end{array}\right) - \sum_{k=0}^{\lfloor n/2 \rfloor - 1} k(n - 2 - k)E_k(D), \quad (2)$$

which can be equivalently rewritten as

$$\text{cr}(D) = 2 \sum_{k=0}^{\lfloor n/2 \rfloor - 2} E_{\leq k}(D) - \frac{1}{2} \left(\begin{array}{c} n \\ 2 \end{array}\right) \left[ \frac{n - 2}{2} \right]$$

$$- \frac{1}{2} (1 + (-1)^n) E_{\leq \lfloor n/2 \rfloor - 2}(D).$$

In fact, Lemma 2 can be easily generalized to semisimple drawings of $K_n$ where $\text{cr}(D)$ is replaced by $\text{oct}(D)$, which counts the number of pairs of edges that cross an odd number of times in $D$. The main reason is that the cycle $C_4$ cannot be drawn in the plane in such a way that both its pairs of opposite edges cross oddly while adjacent edges do not cross.

By Lemma 2, lower bounds on $E_k(D)$ imply lower bounds on $\text{cr}(D)$ and $\text{oct}(D)$. Considering $\leq k$-edges, Ábrego and Fernández-Merchant [4] and Lovász et al. [11] proved that for rectilinear drawings of $K_n$, the inequality $E_{\leq k} \geq (\frac{k}{2} + 2)^2$ together with [4] gives $\text{cr}(G) \geq Z(n)$. However, there are simple $x$-monotone (even 2-page) drawings of $K_n$ where $E_{\leq k} < (\frac{k}{2} + 2)^2$ for $k = 1$ [11]. Ábrego et al. [1] showed that similar inequality for $\leq k$-edges is satisfied by all 2-page book drawings. We show that the same inequality is satisfied by all $x$-monotone semisimple drawings of $K_n$.

Let $\{v_1, v_2, \ldots, v_n\}$ be the vertex set of $K_n$. Note that we can assume that all vertices in an $x$-monotone
drawing lie on the x-axis. We also assume that the x-coordinates of the vertices satisfy \( x(v_1) < x(v_2) < \cdots < x(v_n) \).

Observation 3  Let \( D \) be a semisimple drawing of \( K_n \), not necessarily \( x \)-monotone. Let \( v \) be a vertex incident with the outer face of \( D \) and let \( \gamma_i \) be the ith edge incident with \( v \) in the counter-clockwise cyclic order such that \( \gamma_1 \) and \( \gamma_{n-1} \) are incident with the outer face in a small neighborhood of \( v \). Let \( v_i \) be the other endpoint of \( \gamma_i \). Then for every \( i,j \), \( 1 \leq i < j \leq n-1 \), the triangle \( v_i v_j v_k \) is oriented clockwise. Consequently, for every \( k \), \( 1 \leq k \leq (n-1)/2 \), the edges \( \gamma_k \) and \( \gamma_{n-k} \) are \((k-1)\)-edges. For even \( n \), the edge \( \gamma_{n/2} \) is a halving edge. \( \square \)

For an \( x \)-monotone drawing \( D \) of \( K_n \), we use Observation 3 directly for the vertex \( v_i \) and then for each \( i \), for the vertex \( v_i \) and the subgraph induced by \( v_i, v_{i+1}, \ldots, v_n \).

The following definitions were introduced by Ábrego et al. \([1]\) for 2-page book drawings. Let \( D \) be a semisimple \( x \)-monotone drawing of \( K_n \) and let \( D' \) be a drawing obtained from \( D \) by deleting the vertex \( v_i \), together with its adjacent edges. A \( k \)-edge in \( D \) is a \((D, D')\)-invariant \( k \)-edge if it is also a \( k \)-edge in \( D' \). It is easy to see that every \( \leq k \)-edge in \( D' \) is also a \( \leq k \)-edge in \( D \). If \( 1 \leq j \leq [n/2] - 1 \), then a \((D, D')\)-invariant \( j \)-edge is called a \((D, D')\)-invariant \( \leq j \)-edge. Let \( E_{\leq k}(D, D') \) denote the number of \((D, D')\)-invariant \( \leq k \)-edges.

For \( i < j \), the edge \( v_iv_j \) is called the right edge at \( v_i \). The right edges at \( v_i \) have a natural vertical order.

Lemma 4  Let \( k \) be a fixed integer such that \( 0 \leq k \leq (n-3)/2 \). For every \( i \in \{1, 2, \ldots, k+1\} \), the \( k+2-i \) bottommost and the \( k+2-i \) topmost right edges at \( v_i \) are \( \leq k \)-edges in \( D \). Moreover, at least \( k+2-i \) of these \( \leq k \)-edges are \((D, D')\)-invariant \( \leq k \)-edges.

Proof. The first part of the lemma follows directly from Observation 3. If the edge \( v_iv_n \) is one of the \( k+2-i \) topmost right edges at \( v_i \), then the \( k+2-i \) bottommost right edges at \( v_i \) are \((D, D')\)-invariant \( \leq k \)-edges. Otherwise the \( k+2-i \) topmost right edges at \( v_i \) are \((D, D')\)-invariant \( \leq k \)-edges. \( \square \)

Corollary 5  We have

\[
E_{\leq k}(D, D') \geq \sum_{i=1}^{k+1} (k+2-i) = \binom{k+2}{2}.
\]

The following theorem gives the lower bound on the number of \( \leq k \)-edges. The proof is essentially the same as in [1], we only extracted Lemma 4 which needed to be generalized. Together with Lemma 2, Theorem 6 yields Theorem 1.

Theorem 6 Let \( n \geq 3 \) and let \( D \) be a semisimple \( x \)-monotone drawing of \( K_n \). Then for every \( k \), \( 0 \leq k \leq n/2 - 1 \), we have \( E_{\leq k}(D) \geq \binom{k+2}{2} \).

Proof. The proof proceeds by induction on \( n \) where the case \( n = 3 \) is trivially true. Let \( n \geq 4 \) and let \( D \) be a semisimple \( x \)-monotone drawing of \( K_n \). For the induction step we remove the point \( v_n \) together with its adjacent edges to obtain a drawing \( D' \) of \( K_{n-1} \), which is also semisimple and \( x \)-monotone.

Using Observation 3 we see that for \( 0 \leq i \leq k \leq n/2 - 1 \) there are two \( i \)-edges adjacent to \( v_i \) in \( D \) and together they contribute with \( 2 \sum_{i=0}^{k}(k+1-i) = 2\binom{k+2}{2} \) to \( E_{\leq k}(D) \) by (1).

Let \( \gamma \) be an \( i \)-edge in \( D' \). Then \( \gamma \) contributes by \((k+1-i)\) to the sum \( E_{\leq k-1}(D') = \sum_{i=0}^{k-1}(k+1-i)E_{i}(D') \).

We already observed that \( \gamma \) is either an \( i \)-edge or an \((i+1)\)-edge in \( D \). If \( \gamma \) is also an \( i \)-edge in \( D \) (that is, \( \gamma \) is a \((D, D')\)-invariant \( i \)-edge), then it contributes by \((k+1-i)\) to \( E_{\leq k}(D) \). This is a gain of \( +1 \) towards \( E_{\leq k-1}(D') \). If \( \gamma \) is an \((i+1)\)-edge in \( D \), then it contributes only \((k-i)\) to \( E_{\leq k}(D) \). Therefore we have

\[
E_{\leq k}(D) = 2\binom{k+2}{2} + E_{\leq k-1}(D') + E_{\leq k}(D, D').
\]

By the induction hypothesis we know that \( E_{\leq k-1}(D') \geq 3\binom{k+3}{2} \) and thus we obtain

\[
E_{\leq k}(D) \geq 3\binom{k+3}{2} - \binom{k+2}{2} + E_{\leq k}(D, D').
\]

The theorem follows by plugging the lower bound from Corollary 5. \( \square \)

3 Combinatorial Description

In this section we develop a combinatorial characterization of \( x \)-monotone drawings which is based on the signature function introduced by Peters and Székely \([13]\) for describing order types of point sets. Let \( T_n \) be the set of ordered triples \((i, j, k)\) of the set \([n] = \{1, 2, \ldots, n\}\) and let \( \Sigma_n \) be the set of signature functions \( \sigma: T_n \rightarrow \{+, -\} \).

Let \( D \) be an \( x \)-monotone drawing of the complete graph \( K_n = (V, E) \) with vertices \( v_1, v_2, \ldots, v_n \) such that their \( x \)-coordinates satisfy \( x(v_1) < x(v_2) < \cdots < x(v_n) \). We assign a signature function \( \sigma \in \Sigma_n \) to the drawing \( D \) according to the following rule. For each \( e = \{v_i, v_k\} \in E \) and every integer \( j, i < j < k \), let \( \sigma(i, j, k) = -1 \) if the point \( v_j \) lies above the arc representing the edge \( e \) and \( \sigma(i, j, k) = +1 \) otherwise.

Note that if the drawing \( D \) is also semisimple, then a triangle \( v_i v_j v_k \), \( j \in (i, k) \), is oriented counterclockwise (clockwise) if and only if \( \sigma(i, j, k) = -1 \) (\( \sigma(i, j, k) = +1 \), respectively). It is easy to see that
for every signature function $\sigma \in \Sigma_n$ there is an $x$-monotone drawing $D$ which induces $\sigma$. However, such a drawing does not have to be semisimple. We show a characterization of simple and semisimple $x$-monotone drawings by small forbidden configurations in the signature functions. For $a, b, c, d \in [n]$ with $a < b < c < d$ and a signature function $\sigma \in \Sigma_n$ we say that the 4-tuple $(a, b, c, d)$ is of the form $\xi_1\xi_2\xi_3\xi_4$ in $\sigma$ if $\sigma(a, b, c) = \xi_1$, $\sigma(a, b, d) = \xi_2$, $\sigma(a, c, d) = \xi_3$ and $\sigma(b, c, d) = \xi_4$.

**Theorem 7** A signature function $\sigma \in \Sigma_n$ can be realized by a semisimple $x$-monotone drawing if and only if each ordered 4-tuple of indices is of one of the forms $++++$, $------$, $+-+-+$, $-+-+-$, $+++++$, $-++--$, $+-+-+$, $++-++$, $---++$ in $\sigma$. The signature function $\sigma$ can be realized by a simple $x$-monotone drawing if, in addition, there is no 5-tuple $(a, b, c, d, e)$, $a < b < c < d < e$, with

$$\sigma(a, b, c) = \sigma(a, d, e) = \sigma(b, c, d) = -\sigma(a, c, e) .$$

Note that in a simple $x$-monotone drawing of $K_n$ the crossings can appear only between edges whose endpoints induce a 4-tuple of one of the forms $++++$, $------$, $+-+-+$, $-+-+-$, $+++++$, $-++--$. Analogously to a similar correspondence in rectilinear drawings of $K_n$ we may call these 4-tuples **convex**. Then for a simple $x$-monotone drawing $D$ of $K_n$ the crossing number of $D$ equals the number of convex 4-tuples.

A similar notion of convexity for general $k$-tuples was used by Peters and Szekeres [13]. This description of crossings is convenient for computer calculations. Using it, we have obtained a complete list of optimal $x$-monotone drawings of $K_n$ for $n \leq 10$.

4 Concluding remarks

It is an interesting direction of further research to see if similar techniques can be helpful in proving Hill’s conjecture for general drawings of complete graphs. We note that the same approach does not generalize to all drawings: for example, a particular planar realization of the so-called **cylindrical drawing** [2, 8] of $K_{10}$, with crossing number $Z(10)$, does not satisfy the lower bound on $\leq 1$-edges in Theorem [3]. It would also be interesting to further generalize Theorem [1] to monotone drawings where also adjacent edges are allowed to cross.
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Abstract

In this paper we consider the flip operation for combinatorial pointed pseudo-triangulations where faces have size 3 or 4, so-called combinatorial 4-PPTs. We show that every combinatorial 4-PPT is stretchable to a geometric pseudo-triangulation, which in general is not the case if faces may have size larger than 4. Moreover, we prove that the flip graph of combinatorial 4-PPTs with triangular outer face is connected and has diameter $O(n^2)$.

1 Introduction

Given a graph of a certain class, a flip is the operation of removing one edge and inserting a different one such that the resulting graph is again of the same class. For the class of maximal planar (simple) graphs, any combinatorial embedding (clockwise order of edges around each vertex) has only faces of size 3 and hence is called a combinatorial triangulation. Flips in combinatorial triangulations remove the common edge of two triangular faces and replace it by the edge between the two vertices not shared by the faces, provided that these two vertices were not already joined by an edge. Combinatorial triangulations have a geometric counterpart in triangulations of point sets in the plane, which are maximal plane geometric (straight-line) graphs with predefined vertex positions. In this geometric setting there is also a flip operation, for which a different restriction applies: An edge can be flipped if and only if the two adjacent triangles form a convex quadrilateral (otherwise the new edge would create a crossing).

Flips in (combinatorial) triangulations have been thoroughly studied. See [4] for a survey. A prominent question about flips is to study the flip graph. This is an abstract graph whose vertices are the members of the same graph class having the same number of vertices, and in which two graphs are neighbors if and only if one can be transformed into the other by a single flip. For both, combinatorial triangulations and triangulations (with fixed vertex positions), the flip graph is connected. However, the different settings imply linear and quadratic diameter, respectively (see [4] for references).

Triangulations have a natural generalization in pseudo-triangulations. They have become a popular structure in Computational Geometry within the last two decades, with applications in, e.g., rigidity theory and motion planning. See [7] for a survey. A pseudo-triangle is a simple polygon in the plane with exactly three convex vertices (i.e., vertices whose interior angle is smaller than $\pi$). A pseudo-triangulation $\mathcal{T}$ of a finite point set $S$ in the plane is a partition of the convex hull of $S$ into pseudo-triangles such that the union of the vertices of the pseudo-triangles is exactly $S$. Triangulations are a particular type of pseudo-triangulations, actually the ones with the maximum number of edges. Those with the minimum number of edges are the so-called pointed pseudo-triangulations, in which every vertex is pointed, i.e., incident to a reflex angle (an angle larger than $\pi$).

Flips can also be defined for the class of pseudo-triangulations of point sets in the plane. The flip graph for general pseudo-triangulations is known to be connected, as well as the subgraph induced by pointed pseudo-triangulations. The currently best known bound on the diameter is $O(n \log n)$ for both
In a pseudo-triangulation, the pseudo-triangles can have linear size. Hence, in contrast to triangulations, the flip operation can no longer be computed in constant time. This fact led to the consideration of pseudo-triangulations in which the size of the pseudo-triangles is bounded by a constant. Kettner et al. [5] showed that every point set admits a pointed pseudo-triangulation with face degree at most four (except, maybe, for the outer face). We call such a pseudo-triangulation a 4-PPT.

On the one hand, 4-PPTs behave nicely for problems which are hard for general pseudo-triangulations. For instance, they are always properly 3-colorable, while 3-colorability is NP-complete to decide for general pseudo-triangulations [1]. On the other hand, known properties of general pseudo-triangulations remain open for 4-PPTs. For instance, it is not known whether the flip graph of 4-PPTs is connected, even for the basic case of a triangular convex hull.

The aim of this paper is to make a step towards answering this last question, by considering the combinatorial counterpart of 4-PPTs.

A combinatorial pseudo-triangulation [6] is a topological embedding of a planar simple graph together with an assignment of labels reflex/convex to its angles such that (1) every interior face has exactly three angles labeled convex, (2) all the angles of the outer face are labeled reflex, and (3) no vertex is incident to more than one reflex angle.

Note that this labeling fulfills the same properties as actual reflex/convex angles in a (geometric) pseudo-triangulation. This analogy with the geometric case goes on by calling pointed vertices in a combinatorial pseudo-triangulation those which, indeed, are incident to one angle labeled reflex. Then, combinatorial pointed pseudo-triangulations are those in which every vertex is pointed. Combinatorial pointed pseudo-triangulations with face degree at most four (except, maybe, for the outer face), will be called combinatorial 4-PPTs.

2 Properties

Lemma 1 Let $G$ be a combinatorial 4-PPT and $H$ be a subgraph of $G$ with $|V(H)| \geq 3$. Then $H$ has at least 3 vertices whose reflex angle is contained in the outer face of $H$ (corners of first type in [6]).

Corollary 2 In any combinatorial 4-PPT of the interior of a simple cycle with $b$ vertices, of which $c$ have the reflex angle inside the cycle, the number $t$ of triangular faces is given by $t = b - 2c - 2$.

A combinatorial pseudo-triangulation has the generalized Laman property if every subset of $x$ non-pointed vertices and $y$ pointed vertices, where $x + y \geq 2$, induces a subgraph with at most $3x + 2y - 3$ edges. Both this property and the number of reflex angles from Lemma 1 are related to the stretchability of a combinatorial pseudo-triangulation into a geometric one. A face of a combinatorial pseudo-triangulation is called degenerate if it contains edges which appear twice on the boundary of this face.

Proposition 3 [6, Corollary 2] The following properties are equivalent for a combinatorial pseudo-triangulation $G$: (1) $G$ can be stretched to become a pseudo-triangulation. (2) $G$ has the generalized Laman property. (3) $G$ has no degenerate faces and every subgraph of $G$ with at least three vertices has at least three corners of first type.

Since, by definition, combinatorial 4-PPTs have no degenerate faces, we can use Proposition 3 to conclude the following.

Theorem 4 Every combinatorial 4-PPT can be stretched to become a 4-PPT with the given assignment of angles. Furthermore, combinatorial 4-PPTs have the generalized Laman property.

Note that there exist non-stretchable combinatorial pointed pseudo-triangulations with faces of size at most 5. See Figure 1. There and in the forthcoming figures, arcs denote angles labeled as reflex.

Figure 1: A non-stretchable combinatorial pointed pseudo-triangulation [6].

3 Flips

In the following we focus on combinatorial 4-PPTs with a fixed triangular outer face. For such a combinatorial 4-PPT, Corollary 2 implies that there is only one interior triangular face. Before defining flips between combinatorial 4-PPTs, we make some observations about their geometric counterpart.

Geometric 4-PPTs with triangular convex hull also have only one interior triangle. Furthermore, every edge of the triangle (except for those being part of the convex hull) is flippable [7]. Observe that the removal of the edge $e$ to be flipped merges the triangle and the 4-face adjacent at $e$ into a 3-face, which might be degenerate if the triangle and the 4-face share two edges. See Figure 2. Note that this is the only case in which the triangle and the 4-face can share three vertices, as there are no multiple edges in geometric graphs.

132
Lemma 7 Given a combinatorial 4-PPT with triangular outer face, in which the interior triangular face $T$ is incident to the edge $b$ of the outer face, there is a sequence of flips resulting in a combinatorial 4-PPT in which the endpoint $v$ of $b = vw$ has no interior incident edges.

Proof. We describe a flip sequence that flips all inner edges incident to $v$. This flip sequence can be partitioned into two phases and some cases. Let the vertices neighboring to the vertex $v$ be ordered radially around $v$, starting with $u$. In each case, let the vertices in that order be $u = u_0, \ldots, u_k$.

Phase 1: During this phase, the inner triangular face $T$ has $uv$ as a side, i.e., $T = uvw_1$. We distinguish three different cases:

Case 1: $vw_1$ is the only inner edge incident to $v$, i.e., $k = 2$. If $T$ is incident to only one 4-face $F$ (i.e., $T \cup F$ is degenerate), we can flip the edge $vw_1$ and are done. Otherwise, let the 4-face $F$ incident to $vw_1$ be $vw_1sw_2$. See Figure 3. The reflex angle inside $F$ is either at $s$ or $w_1$. If it is at $s$, we flip $vw_1$ to $w_0s$, obtaining the 4-face $wvsw_2$. Otherwise, the reflex angle is at $w_1$ and we flip $vw_1$ to $w_1w_2$, obtaining the 4-face $vw_0w_1w_2$. Either way, the degree of $v$ is 2 and we are done.

Case 2: at least two inner edges are incident to $v$ and there does not exist an edge $u_0w_2$. See Figure 4. Since the reflex angle of $v$ is at the outer face we can replace the edge $vw_1$ by $w_0w_2$. This reduces the degree of $v$ by one. The inner triangular face is again adjacent to $u_0v$, and we remain in Phase 1.

Figure 3. Phase 1, Case 1: Only one interior edge is incident to $v$.

Figure 4. Phase 1, Case 2: Several interior edges are incident to $v$ and $u_0w_2$ does not exist.

4 Flip graph connectivity

Lemma 6 For a given combinatorial 4-PPT with triangular outer face and for any edge $b$ of this outer face, there is a sequence of flips resulting in a combinatorial 4-PPT whose interior triangular face is incident to $b$.

Once the interior triangular face is incident to an edge $b$ of the outer face, the next step will be flipping away interior edges incident to one endpoint of $b$. 
Case 3: at least two inner edges are incident to $v$ and there exists an edge $w_0w_2$. See Figure 5. If the two inner edges of $T$ are incident to a single 4-face, we have a degenerate case; we flip the edge $w_0w_1$ to $w_1w_2$, making $w_1w_2$ the inner triangular face. Otherwise, let the 4-face $F$ incident to $w_1$ be $w_0sw_2$; we flip $w_1$ to $vs$ (this is possible since if $vs$ already existed, it would have to cross the cycle $w_2sw_1$). Either way, the flip does not reduce the degree of $v$, but the inner triangular face is now inside the 3-cycle $w_0w_2$. We switch to Phase 2.

Figure 5: Phase 1, Case 3: The possible transitions to Phase 2.

Phase 2: During this phase, the inner triangular face is $vw_0w_2$, and $w_1$ stays fixed for the whole phase. Further, we know that $w_1$ was enclosed by a 3-cycle (at the transition to this phase), which implies that there are no edges from $w_1$ to $w_i$ for any $i \geq 2$. We decrease the degree of $v$ in the following manner.

Case 1: there is a 4-face $F$ incident to $vw_2$.

There cannot be an edge $w_1w_3$ since $w_1$ was enclosed by a 3-cycle. Further, the reflex angle of $F$ is not at $v$. Hence, we can flip $vw_2$ to $w_1w_3$, which reduces the degree of $v$ and we remain in Phase 2, with $vw_1w_3$ being the new inner triangular face.

Case 2: there is no 4-face incident to $vw_2$, i.e., $k = 2$. This case is symmetric to Case 1 of Phase 1. The edge $vw_1$ is flipped in one of the two described ways, reducing the degree of $v$ to 2 and thus ending the process.

![Figure 6: A canonical combinatorial 4-PPT.](image)

Furthermore, the number of flips needed in Lemmas 6 and 7 is at most linear in the number of vertices of the combinatorial 4-PPT. □

The presented basic case of combinatorial 4-PPTs with triangular outer face is extendible to an arbitrarily sized outer face, to labeled vertices, and also to the general case of combinatorial 4-PPTs with an arbitrarily sized outer face on labeled vertices. Elaborating on these extensions would go beyond the scope of this extended abstract, though. Details (and omitted proofs) can be found in a forthcoming full version.
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Introduction

There are two well defined periods in the history of the problem of finding the crossing number of the complete graph. Before 2004, the lack of tools to study the problem restricted the developments to the study configurations with a small number of points, the finding of conjectured optimal solutions for arbitrary \( n \), and some fairly basic counting strategies. [4] is an excellent survey for the main results in this period, including the early history of the problem.

In 2004, and independently, Ábrego and Fernández-Merchant [1] and Lovász et al [5] discovered a very strong relation between the number of crossings of a rectilinear drawing of the complete graph and another well known object in combinatorial geometry: the number of \( j \)-edges of the set of vertices. This lead to a series of improvements on the known lower bounds and, although still only one very basic property of optimal configurations is known (the set of vertices has three extreme points), the gap in the leading term of the known lower and upper bounds has been greatly reduced. A very recent survey of all this developments can be found in [2].

Recently [3] the concept of \( j \)-edge has been generalized to topological drawings of the complete graph, and the relation between crossings and \( j \)-edges has emerged as a promising tool for the general problem. The conjectured bound has already proven to be optimal for some families of drawings, including 2-page drawings and monotone drawings.
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